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Introduction

* Bias impacts individuals or groups
characterized by a set of legally-
protected sensitive attributes (e.g.,
race, gender, religion, ...)

* If not managed, the inequalities
reinforced by search and
recommendation algorithms can
lead to severe discrimination and
unfairness

Machine Bias — ProPublica
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https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

Motivation

* Over the years many methods have £ Group. - S
been proposed to mitigate bias in & navidual- 6
classification domain - S »

- =0

Classification -
Clustering -

Graph Embedding -
Language Model -
Machine Translation -
PCA -

Regression -

Semantic Role Labeling -
Word Embedding -

Community Detection -
Coreference Resolution -

* However, we notice that the multi-
class classification problem is still
not effectively been addressed Domain

Distribution of bias mitigation methods for fairness definition and ML domain, from [1]

Named Entity Recognition -
Representation Learning VAE -

For this reason, we present the Debiaser for Multiple Variables (DEMV), a model- and data-
agnostic pre-processing approach to mitigate bias in binary and multi-class domain with
any sensitive variable

[1] Mehrabi, N.; Morstatter, F.; Saxena, N.; Lerman, K.; Galstyan, A. A Survey on Bias and Fairness in Machine Learning. ACM Computational Survey 2021, 54 (6), 1-35.
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Fairness Definitions

Statistical (Demographic) Parity (SP)
Independence among the predicted positive label y,, and the sensitive variables 51, 55, ..., Sy:

P(Y=y,[S=0)=P =y,|S=1)

Disparate Impact (Dl)

Different formulation of SP which considers the ratio among the two probabilities:
P(Y = y,|S =0)
P(Y =y,|s=1)
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Debiaser for Multiple Variables (DEMV)

* |dentify all the sensitive groups made by
all the possible combinations of the
sensitive variables' values and label’s
values

* For each group g, compute its observed
(Wops) and expected (W,,,,) size, then:

w,
o |f exp/Wobs > 1, then:

Randomly duplicate an item i from g

W,
* Elseif exp/Wobs < 1, then:

Randomly remove an item i from g
* Recompute W,

. . Wexp _
Repeat until /Wobs =1

* Merge the groups and return the
balanced dataset
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Debiaser for Multiple Variables (DEMV)

* |dentify all the sensitive groups made by

all the possible combinations of the @
sensitive variables' values and label’s
values And dnd

* For each group g, compute its observed @ e

(Wops) and expected (W,,,,) size, then:
o |f W”p/WobS > 1, then:

. . . 5,=0 S,=1
Randomly duplicate an item i from g 2 e @ 2

e W,
* Elseif exp/wobs<1,theni And  |And And \And And \And And \And
*  Randomly remove an item j from g
o W,
* Repeat until exP/WobS =1

 Merge the groups and return the o e e ° e

balanced dataset

And il A And
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Debiaser for Multiple Variables (DEMV)

* |dentify all the sensitive groups made by
all the possible combinations of the
sensitive variables' values and label’s
values

{X € D|S =s}| |{X € D|L = 1}|
* For each group g, compute its observed Wexp = D] 8 D]
(Wops) and expected (W,,,,) size, then:

. Wexp .
If /Wobs > 1, then:

Randomly duplicate an item i from g

. £ Wexp .
Else if /Wobs < 1, then:

Randomly remove an item i from g

* Recompute W, ;¢

(X €D|S=sAL =1}
WObS: |D|

Where S = s is a generic condition on the sensitive variables’
W, value (binary, discrete or categorical) and L = [ is a condition
* Repeat until p/Wobs =1 on the label’s value

* Merge the groups and return the
balanced dataset
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Debiaser for Multiple Variables (DEMV)

* |dentify all the sensitive groups made by
all the possible combinations of the

sensitive variables' values and label’s 14
values
) 13
* For each group g, compute its observed
(Wops) and expected (W,,,,) size, then: Wexp 12
— W,
o If Wexp/Wobs > 1, then: P

* Randomly duplicate an item i from g

e W,
* Elseif exp/Wobs < 1, then: .
Randomly remove an item ifromg | sampling 0o

* Recompute W,

. . Wexp _
Repeat until /Wobs =1

* Merge the groups and return the 0 00200 300 400 500 600
balanced dataset
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Experimental setting

 We compared our method with the Exponentiated Gradient algorithm from [2],
using Statistical Parity and Zero One Loss as constraint for binary and multi-class
classifications respectively

* We trained a Logistic Regression classifier

 We performed a 10-fold cross validation and computed the following metrics on
the testing set:
e Statistical Parity (SP)
e Disparate Impact (DI)
e Zero One Loss (ZO Loss)
e Accuracy (Acc)

[2] Agarwal, A.; Beygelzimer, A.; Dudik, M.; Langford, J.; Wallach, H. A Reductions Approach to Fair Classification. In Proceedings of the 35th International Conference on
Machine Learning; PMLR, 2018; pp 60-69.
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DEMYV evaluation

e Since DEMV has a stochastic behavior in the item’s duplication and removal, for
train-test fold, we applied DEMV and performed the described metrics 30 times

. Train
(0)
Train (90%) LogReg
Apply Predict Compute
0, > >
Test (10%) DEMV Label Metrics

Repeat 30 times
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Employed datasets

* We analyzed DEMV with a heterogeneous set of binary and multi-class datasets from the bias and
fairness literature

10/04/2022

Adult|Compas|German| CMC |Crime| Law Trump | Wine
Scope Social | Justice | Social Social |Justice|Education| Social Food
Instances [30,940| 6,167 1,000 1473 1,994 | 20,427 7,951 6,438
Features 102 399 09 10 100 14 204 13
Type binary| binary | binary multi | multi multi multi multi
Sensitive sex sex sex work | black | gender |[religion| type
variables race race age |[religion| hisp race gender |alcohol
Percentage
of sensitive|5.02% | 54.71% | 10.50% | 64.83% (23.62%| 8.42% | 30.71% |11.40%

group
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Experimental results for multi-class datasets

Metrics whose optimal value is zero Metrics whose optimal value is one
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* Overall mean and standard deviation of the metrics for the biased classifier, EG and DEMV for
multi-class datasets
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Experimental results for binary datasets

Metrics whose optimal value is zero Metrics whose optimal value is one
1.0
0.30
0.25 0.8
0.20
0.6
0.15
0.4
0.10
0.05 0.2
0.00
0.0
Statistical Parity Zero One Loss Disparate Impact Accuracy
Methods

mmm No one s EG. mm DEMV

* Overall mean and standard deviation of the metrics for the biased classifier, EG and DEMV for
binary datasets
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Discussion
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Discussion

e DEMV is able to improve fairness
in multi-class classification domain

10/04/2022 BIAS 2022

Enhancing Fairness in Classification Tasks with Multiple Variables



Discussion

e DEMV is able to improve fairness
in multi-class classification domain

* Concerning binary classification
our method has more difficulty
improving fairness especially when
the starting bias is very high
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Discussion

e DEMV is able to improve fairness RN il i
in multi-class classification domain g e e +
* Concerning binary classification =
our method has more difficulty g0 1
improving fairness especially when T = 1
the starting bias is very high v
* Finally, we noticed how not always 00 i ommm T 1
the best fairness is achieved with a g > o
complete balancing of the groups L . s s w0 o1 o
- ——@ ——- Statistical Pari!tTratlcfl:]-s----i- ----- Disparate Impact

------- Zero One Loss Accuracy

BIAS 2022
Enhancing Fairness in Classification Tasks with Multiple Variables

10/04/2022




Conclusion and future works

* DEMV is a novel approach, primarily defined for the under explored multi-
classification domain

e DEMV is a better strategy to adopt than EG in multi-class tasks

* Performing a complete balancing is not always the optimal solution for all
datasets

e DEMV is also able to improve fairness in binary classification. However, as
expected, other specifically designed methods may perform better in such cases

* In future, we like to investigate which are the characteristics of the dataset that
lead to optimal fairness before a complete balance of the groups

* In addition, we want to widely test DEMV with a different number of sensitive
variables, more metrics, more datasets and more baselines
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Thank you for your attention!

Source code: https://bit.ly/3E18Q9y
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