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ABSTRACT
The recently increased complexity of Machine Learning (ML) meth-
ods, led to the necessity to lighten both the research and industry
development processes. ML pipelines have become an essential
tool for experts of many domains, data scientists and researchers,
allowing them to easily put together several ML models to cover
the full analytic process starting from raw datasets. Over the years,
several solutions have been proposed to automate the building
of ML pipelines, most of them focused on semantic aspects and
characteristics of the input dataset. However, an approach taking
into account the new quality concerns needed by ML systems (like
fairness, interpretability, privacy, etc.) is still missing.

In this paper, we first identify, from the literature, key quality
attributes of ML systems.Further, we propose a new engineering
approach for quality ML pipeline by properly extending the Feature
Models meta-model. The presented approach allows to model ML
pipelines, their quality requirements (on the whole pipeline and
on single phases), and quality characteristics of algorithms used
to implement each pipeline phase. Finally, we demonstrate the
expressiveness of our model considering the classification problem.

CCS CONCEPTS
• Software and its engineering → Extra-functional proper-
ties; • Computing methodologies→ Machine learning;Model
development and analysis.
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1 INTRODUCTION
Machine Learning (ML) systems are increasingly becoming a used
instrument, applied to all application domains and affecting our real

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
Conference’17, July 2017, Washington, DC, USA
© 2022 Association for Computing Machinery.
ACM ISBN 978-x-xxxx-xxxx-x/YY/MM. . . $15.00
https://doi.org/10.1145/nnnnnnn.nnnnnnn

life. Such systems can be defined as a set of one or moreML pipelines
that take as input raw (unprocessed) data and return actionable
answers to questions in the form of machine learning models [3].

Such pipelines usually require a good knowledge of the underly-
ing ML domain to choose the best techniques and models to solve
the targeted problem. For this reason, many methods have been
developed in the last years to automate some phases of pipeline
development [22, 28, 46]. However, these techniques are mainly
focused on semantic characteristics of the input dataset, ignoring
the new essential quality properties introduced by such ML systems,
such as dataset’s bias reduction, model’s interpretability, and fair-
ness improvement [7, 38, 41]. Indeed, if we consider the impact that
ML applications have in our lives, it is clear how assuring that these
quality properties are satisfied is of paramount importance. The
importance of having high-quality ML systems is also highlighted
by some of the 17 sustainable development goals proposed by the
United Nations [42]. In particular, to accomplish goals 5 (gender
equality) or 10 (reduced inequalities) on a large scale, we will pos-
sibly rely on information systems. If those information systems
include some ML pipelines (for classification or recommendation
problems), it will be essential to properly manage and improve
properties as Fairness or Interpretability.

In this paper, we present the first step on implementing MANILA
(Model bAsed developmeNt of ml pIpeLines with quAlity ), a novel
approach for engineering high-quality ML pipelines. First, we iden-
tify key quality attributes in ML systems by selecting the more
adopted properties in the literature. Next, we discuss how ML
pipelines can be modeled as Product Line Architectures [10], in
which the variation points are the developed algorithms. For our
aims, we use and extend the Feature Model formalism and meta-
model[32]. The choice of which algorithms will be executed in
the pipeline, case by case, is driven by the functional and quality
requirements specified by the ML designer.

In this work, we focus on the modeling and specification of
ML pipelines with involved quality attributes. The pipelines are
modeled through Quality and Feature Models, which extend Feature
Models [32] with quality properties of features. Models can also con-
tain functional and quality requirements, specified by ML designers,
that the approach will use to generate the final ML system.

The Quality and Feature Models are complaint to the MANILA
Quality and Feature Meta-Model (detailed in Section 4.1), that is
an extension of the Feature Meta-Model [9]. In addition, on top of
the defined meta-model, we implement a graphical editor which
permits: i) to create Quality and Feature models, representing the
Product-Line Architecture of the ML pipelines, enriched by Quality
aspects. This modeling is in charge of ML experts; ii) to specify
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functional and quality requirements that the final ML system must
satisfy. This modeling task is in charge of ML designers.

This paper is organized as follows: in section 2, we discuss re-
lated works describing first the papers that are related to identify
and engineering quality attributes in ML pipelines; next we discuss
other approaches that uses Feature Models to model quality of soft-
ware systems or other kinds of ML pipelines. In section 3, we make
an overview of the problem of Quality Assurance in ML pipelines:
we first discuss the selected quality attributes and how they affect
ML pipelines, next we describe MANILA, a more comprehensive
approach that aims to define an innovative model-driven frame-
work that guides ML designers in developing ML pipelines assuring
quality requirements. Section 3.3 describes the modeling framework
that we have developed on this work: we start by describing the
Quality and Feature Meta-Model, and next we describe the imple-
mented graphical editor to create Quality and Feature models and
specify quality requirements. Section 5 is dedicated to a proof of
concept of the developed modeling framework by reproducing a
case study. Finally, section 6 presents some discussions, describes
future work, and wraps up the paper.

2 RELATEDWORK
The problem of quality assurance in machine learning systems has
gained much relevance in the last years. Many articles highlight the
needing of defining and formalize new standard quality attributes
for machine learning systems [7, 15, 21, 38, 41, 52]. Most of the
works in the literature focus either on the identification of the most
relevant quality attributes for ML systems or on the formalization
of them in the context of pipelines development.

Concerning the identification of quality attributes in ML sys-
tems, the authors of [34, 54] identify three main components in
which quality attributes can be found: Training Data,ML Mod-
els andML Platforms. The quality of Training Data is usually
evaluated with properties such as privacy, bias, number of missing
values, expressiveness. ForMLModel, the authors mean the trained
model used by the system. The quality of this component is usu-
ally evaluated by fairness, explainability, interpretability, security.
Finally, the ML Platform is the implementation of the system,
which is affected mostly by security and computational complex-
ity. Muccini et al. identify in [41] a set of quality properties as
stakeholders’ constraints and highlight the needing of considering
them during theArchitecture Definition phase. The quality attributes
are: data quality, ethics, privacy, fairness, ML models’ performance,
etc. Martinez-Fernàndez et al. also highlight in [38] the needing
of formalizing quality properties in ML systems and to update the
software quality requirements defined by ISO 25000 [30]. The most
relevant properties highlighted by the authors concern: ML safety,
ML ethics, and ML explainability.

Many solutions have been proposed to formalize and model stan-
dard quality attributes in ML systems. CRISP_ML is a process model
proposed by Studer et al. [49], extending the more known CRISP_DL
[37] process model to machine learning systems. They identify a set
of common phases for the building of ML systems namely: Business
and Data understanding, Data preparation, Modeling, Evaluation,
Deployment, Monitoring and Maintenance. For each phase, the au-
thors identify a set of functional quality properties to guarantee the

quality of such systems. Similarly, the Q4AI consortium proposed
a set of guidelines [25] for the quality assurance of ML systems
for specific domains: generative systems, operational data in pro-
cess systems, voice user interface system, autonomous driving and
AI OCR. For each domain, the authors identify a set of properties
and metrics to ensure quality. Concerning the modelling of quality
requirements, Azimi et al. proposed a layered model for the quality
assurance of machine learning systems in the context of IoT [5]. The
model is made of two layers: Source Data and ML Function/Model.
For the Source Data, a set of quality features are defined: complete-
ness, consistency, conformity, accuracy, integrity, timeliness. Machine
learning models are instead classified into predictors, estimators and
adapters and a set of quality features are defined for each of them:
accuracy, correctness, completeness, effectiveness, optimality. Each
system is then influenced by a subset of quality characteristics
based on the type of ML model and the required data. Ishikawa
proposed, instead, a framework for the quality evaluation of an
ML system [29]. The framework defines these components for ML
applications: dataset, algorithm, ML component and system, and,
for each of them, proposed an argumentation approach to assess
quality. Finally, Siebert et al. [47] proposed a formal modelling def-
inition for quality requirements in ML systems. They start from
the process definition in [37] and build a meta-model for the de-
scription of quality requirements. The meta-model is made of the
following classes: Entity (which can be defined at various levels
of abstraction, such as the whole system or a specific component
of the system), Property (also expressed at different levels of ab-
straction), Evaluation and Measure related to the property. Starting
from this meta-model, the authors build a tree model to evaluate
the quality of the different components of the system. To the best
of our knowledge, this is the first attempt at formalizing the quality
of ML systems using a model-driven approach.

From this analysis, we can conclude that there is a robust research
motivation in formalizing and defining new quality attributes for
ML systems. Many attempts have been proposed to solve these
issues, and several quality properties, metrics and definitions of
ML systems can now be derived from the literature. However few
issues are still not fully been addressed:

(1) a mapping between quality attributes and components of an
ML pipeline;

(2) a modeling of how each quality attribute may influence the
development of an ML pipeline;

(3) a modeling of the influence each quality property can have
on other attributes;

In this paper, we aim to solve these concerns by proposing a novel
model-driven approach which will allowML designers to model ML
pipelines with quality attributes. In particular, we extend the meta-
model of the FeatureModels to allow the specification ofQuality and
Feature Models. The Quality and Feature model comprises features
and quality properties which are related to or can be implemented
by the features themselves. In addition, the presented meta-model
allows the specification of functional and quality requirements
by selecting from the Quality and Feature model only the quality
properties that are needed and by specifying attributes related to
features.
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The proposed approach is similar to the one proposed by Asadi
et al. in [4]. In their work, the authors present a framework for the
automatic configuration of feature models based on non-functional
requirements. They start from the extension of feature models to al-
low the definition of quality attributes associated to features. Then,
they use the stakeholders requirements (defined as a set of func-
tional and non-functional requirements with relative constraints
among them) and the extended feature model to build a Hierarchical
Task Network Planning problemwhich is finally solved to derive the
final configuration that satisfies both functional and non-functional
requirements. However, in their work the authors consider the tra-
ditional quality properties as defined in the ISO 25000. Instead, the
new quality properties introduced by ML systems requires a differ-
ent formulation in terms of modeling. For example, some quality
attributes (e.g., fairness) are directly implemented by features in
the model which must be selected if the implemented property is
required. In our work, we consider these new quality properties in-
troduced by ML systems and make a new modeling of them taking
into account their new intrinsic characteristics. Finally, a similar
approach of using Feature Models to model ML pipelines has been
used by Di Sipio et al. in [16]. In their work the authors use Feature
Models to model ML pipelines for Recommender Systems, however
they do not consider quality attributes in their approach.

3 QUALITY ASSURANCE IN ML PIPELINES
In this section, we make an overview of Quality Assurance (QA) in
ML pipelines. In particular, in section 3.1 we define quality in ML
pipelines by selecting the quality properties that are more frequent
and relevant in the literature. Next, in section 3.2 we describe a
generic ML pipeline and highlight how the chosen quality proper-
ties may influence each phase of the process. Finally, in section 3.3
we propose our broaden vision on engineering ML pipelines with
quality constraints leveraging on model-driven generative tech-
niques.The modeling framework we present in this paper (detailed
in Section 4) is the foundational part of our generative approach
and it leverages on the . definitions given in these sections.

3.1 Considered Quality Attributes
In software engineering, a Quality Requirement is a requirement
that specifies criteria that can be used to quantify or qualify the
operation of a system, rather than to specify its behaviors [12].

To analyze an ML pipeline from a qualitative perspective, we
have to determine the Quality Attributes (QA) that we can use to
judge the operation of the pipeline, and that can influence the ML
designers’ decisions. To identify the QA to consider, we refer to the
literature for ML systems [21, 34, 41, 52].

Figure 1 summarizes the selected QA and their mutual influence.
In the figure, white circles represent the quantitative QA (attributes
that can be measured using one or more metrics), while grey ones
represent the qualitative QA (attributes that can not be measured
with a specific metric). Arrows mean influence, for example an
arrow from QA 𝐴 to QA 𝐵 models the influences of 𝐴 to 𝐵. In
some cases, as for the Computational Complexity and the Predic-
tion Correctness, the impact is mutual; in other cases, like Fairness
and the Interpretability, it is mono-directional. In addition, while

InfluencePrivacy Interpretability

Influence

Influence

Fairness

Influence

Influence

Computational 
Complexity

Prediction 
Correctness

Figure 1: Quality attributes in ML pipelines and their influ-
ence

some properties can be estimated a-priori (i.e. without adding ad-
ditional computational tasks to the pipeline) and associated with
features (e.g., Interpretability or Computational Complexity), oth-
ers (e.g., Fairness or Prediction Correctness) can be evaluated only
executing the actual pipeline implementation enriched by specific
computational steps that quantifies them.

In the following, we describe the selected QA in more detail.
Computational Complexity. This quantitative QA defines the

computational complexity of the final ML pipeline at production
time as the pair Space Complexity (SC) and Time Complexity (TC),
where the first indicates the amount of memory required by a
pipeline to perform all its phases, and the second indicates the
time required by the pipeline to complete the whole task [13]. This
attribute can influence various pipeline stages (see section 3.2) and
other QA such as Prediction Correctness, or Fairness. In fact, ML
methods that are more accurate in their predictions are also more
complex from a computational point of view (e.g., Neural Networks).
The same holds for Fairness, in fact if the ML pipeline is required to
be fair, then enhancing fairness methods must be included in the
pipeline and this will increase the overall complexity of the process.

Prediction Correctness. This quantitative QA is used to define
how good the model must be in predicting outcomes. There are
different metrics in the literature, each addressing a different goal
of the user to compute the prediction correctness of an ML model.
Among the most common metrics, we cite Precision: fraction of
true positives (TP) with respect to the total positive predictions
[8]; Recall: fraction of TP to the total positive items of the dataset
[8]; F1 Score: harmonic mean of Precision and Recall [50]; Accuracy:
fraction of True Positives (TP) and True Negatives (TN) above the
total of predictions [44]. This QA could impact all the steps of the
pipeline regarding the training and testing of an ML model (see
section 3.2) and can influence the Computational Complexity QA.

Interpretability. Interpretability can be defined as the ability of
a system to enable user-driven explanations of how a model reaches
the produced conclusion [11]. Interpretability is one of the quality
attributes that can be estimated without executing an actual ML
pipeline. Interpretability is a very strong property that can hold only
for white-box approaches (such as decision trees). Instead, black-
box methods (such as neural networks) requires the addition of
explainability enhancing methods to have their results interpretable
[36]. In this paper, we consider interpetability while we leave, for
future work, the treatment of explainability for black-box learning
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approaches. Interpretability can influence (i.e., it can reduce) the
Privacy of the pipeline and can be affected by the Fairness QA.
In fact, fairness enhancing methods change the value of (some)
attributes of the dataset and this can reduce the interpretability of
the model [39].

Privacy. Privacy can be defined as a qualitative QA allowing
sensitive information of a dataset to be hidden, changing the value
of some attributes [20]. Recent works have shown how privacy can
affect the ML model during the deployment phase [45]. This QA
directly impacts the Interpretability since a higher level of privacy
necessarily causes less interpretability of the model.

Fairness.AMLmodel can be defined as fair if it has no prejudice
or favoritism towards an individual or a group based on their inher-
ent or acquired characteristics, identified by the so-called sensitive
variables [39]. This quantitative QA influences the Interpretability
(since some methods for bias mitigation require changing the label
of some sensitive attributes), the Computational Complexity (since
bias mitigation methods add an extra step to the pipeline), and the
Prediction Correctness (since mitigating the bias typically reduces
the performance of the predictions).

3.2 ML Pipelines with Quality Attributes
"ML pipelines formalize and implement processes to accelerate
the development, management, deploy and reuse of ML models"
[26]. Figure 2, inspired by [3, 49], reports a generic ML pipeline

Data 
Pre-Processing

Feature 
Engineering

Model 
Training-Testing

Raw
Data

Model Deploy
and Monitoring

Model 
Evaluation

Quality
Attributes

Privacy

Fairness

Quality
Attributes

Correctness
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Correctness

Computational
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Fairness
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Correctness
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Interpretability

Quality
Attributes

Correctness

Fairness

Privacy

Interpretability

Figure 2: ML pipeline with involved quality attributes (in-
spired by [3, 49])

(on the top of the figure) together with the selected QA affecting
the pipeline steps (on the bottom of it). We say that a QA affects
a pipeline’s step if, in presence of a Quality Requirement (QR)
specifying a constraint on that QA, such a QR has an impact on the
development of the step or, in other words, it imposes restriction in
step’s implementation. For instance, in the figure, Computational
Complexity has an impact on theModel Training-Testing and Feature
selection steps, while Privacy can affectModel Evaluation andModel
Deploy and Monitoring steps.

Usually, a ML pipeline takes as input raw (unprocessed) data
and, if needed, computes some pre-processing transformations on
it. Next, it uses the data to train and test an ML model. This model
could be further evaluated, also with human intervention, and
finally deployed and continuously monitored. As shown in figure 2
the pipeline workflow is an iterative process, meaning that most
of the depicted phases can roll back to previous ones. Each of the

described steps are affected by at least two of the QA described in
section 3.1.

The Data Pre-Processing step, which manipulates data, could be
affected by Privacy and Fairness since they are strongly related to
data [20, 39]. The Feature Engineering step aims at selecting the
best dataset’s features used to train the ML model. Since this phase
is fundamental for the definition of a model able to make good pre-
dictions, its implementation is influenced by Prediction Correctness.
In addition, the Computational Complexity is also involved in this
phase since the selection of some features can improve or decrease
the computational complexity of a model [33].

After selecting the best features, the ML model is trained and
tested to verify the correctness of the implemented model. In this
step, QA affecting its implementation are, besides Prediction Cor-
rectness, the Computational Complexity, and the Fairness. In case
associated QRs are not satisfied, the ML pipeline rolls back to the
Feature Engineering to retry the feature selection.

The last two steps, namely Model Evaluation and Model Deploy
and Monitoring, are affected by the same QAs: Correctness, Fairness,
Privacy, and Interpretability.

It is worth to note that the described steps are not mandatory
and some of them can be skipped if not needed in the specific use
case. For instance, if the dataset does not need to be manipulated
before training the model, then the Data Pre-processing phase is
skipped.

Another crucial aspect to consider when evaluating the quality
of ML pipelines is that the depicted QAs are not atomic entities but
they can influence each other. For example, if the system requires
high fairness (e.g., legal reasons [6, 18, 35]), fairness enhancing
components must be included during the Data Pre-Processing and
the Model Training and Testing phases [39]. However, as explained
in section 3.1 this has a negative influence on the predictions’ cor-
rectness [19, 31]. So, if the system is required to have also a high
Prediction Correctness, the pipeline development becomesmore com-
plicated and the complexity of the problem grows as the number
of QAs and QRs increases.

To conclude, the identification and formalization of quality at-
tributes and requirements, and their handling in the development
of ML pipelines are mandatory and complex tasks. Our approach
takes these challenges and in this paper, as first results, we present
the modeling framework that enable the development of quality
ML pipelines.

3.3 The MANILA Approach
As explained in section 3.2, the quality assurance of ML pipelines
is a complex task that must consider numerous variables, such as
the impact of quality requirements in each pipeline step and the
influence among quality attributes.

The work presented in this paper is part of MANILA (Model
bAsed developmeNt of ml pIpeLines with quAlity ), a more com-
prehensive methodology that aims to define an innovative model-
driven approach and relative framework that guides ML experts and
designers in developingML pipelines assuring quality requirements.
Figure 3 depicts the high-level architecture of such a framework
and highlights, by means of bold line, the modeling framework pre-
sented in this paper. As discussed earlier (see Figure 2), ML pipelines
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Figure 3: High-level view of MANILA

are made of typical phases [3, 49] that embed a set of standard com-
ponents identified by the system’s functional requirements (like
the ML model suited for an ML goal such as classification) and a
set of variability points. These variability points are represented
by different methods that implement the functional requirement
(e.g., we can have Decision Trees [14], Logistic Regression [40],
KNN [23], Neural Networks [24], and other methods that realize
classification task). Which one of these will be implemented in the
pipeline depends on the specific quality requirements to satisfy. For
instance, suppose we consider multi-class classification problems
[2] and fairness quality property. In this case, variability points are
represented by ML models suitable for the multi-class classification
task and methods to enhance fairness, which must be included in
the pipeline if we want to achieve the given quality requirement.
However, while some fairness methods can be applied to multi-class
datasets (e.g., Exponentiated Gradient [1], or Blackbox [43]) others
can not (e.g., Reweighing [31]), or DIR [19]), hence, they have to be
excluded in the pipeline’s implementation.

Product-Line Architectures, specified by Feature Models, [32, 51]
represent a suitablemodel to formalizeML pipelines with variability.
Feature Models allow us to define a template for families of software
products with standard features and a set of variability points that
differentiate the final systems. However, they miss adequate means
to specify quality attributes and requirements. In fact, they do not
allow to specify thresholds, metrics, or quality properties related to
features. To address this issue, in MANILA approach (see Figure 3),
we propose to extend the Feature Models meta-model to enable:

(1) the creation, by the machine learning experts and design-
ers, of an enriched feature model with associated quality
attributes for each variability (like done in [4]);

(2) the specification, by the ML designer, of functional and qual-
ity requirements that the implemented pipeline (that is the
one with all variability points solved) satisfies.

During the Requirement Engineering phase, the end-user (named
ML designer in figure 3) specifies a set of functional and qual-
ity requirements compliant with the defined meta-model. These
requirements are used during the Architecture Definition step to
automatically generate, from the extended feature model provided
by the machine learning expert, a set of ML pipeline configurations
able to satisfy the defined functional requirements (the Configura-
tion boxes in the figure). The configurations are defined by remov-
ing from the feature model all the components (and their relative

specification) not suitable to meet the specified requirements or
against some constraints specified in the model. The generated
configurations are given as input to the Implementation & Quality
Assurance step that aims to:

(1) generate for each configuration a python script implement-
ing the ML Pipeline;

(2) verify that at least one generated pipeline satisfies the quality
requirements (Quality ML Pipeline).

The framework returns the set of Quality ML Pipelines, satisfying
quality constraints, if any, or demands the ML designer to relax
quality requirements and repeat the process.

As highlighted in figure 3, the work presented in this paper
implements the Requirement Engineering and part of the Architec-
ture Definition phases. In particular, we extend the Feature Models
meta-model with the possibility of associating quality properties to
features and specifying functional and quality requirements. To en-
act the modeling, we developed on top of the extended meta-model.
In addition, in section 5, we show the potentialities of MANILA
modeling approach.

4 MANILA MODELING FRAMEWORK
This section describes the MANILA modeling framework which is
made of two main components: i) the Quality and Feature meta-
model, and ii) a graphical editor to create the quality and feature
models. Using them, it is possible to specify:

• a feature model for eachML problem. Each featuremodel rep-
resents the ML pipeline for the specific ML problem, where
the variability points are the set of alternative methods that
could be used in the pipeline steps. This modeling action
is done by the ML expert once. The produced models are
stored in a repository for future uses of ML designers or for
models updates from the experts;

• the quality characteristics, possessed by the methods mod-
elled as variability points. This task is still in charge of the
ML expert and can be specified only for QA quantifiable
a-priori;

• the functional and quality requirements of the specific ML
problem to solve. This modeling task is a duty of ML designer
and it is repeated every time a new ML system must be
implemented.

All the artifacts, models and meta-models, are available at the fol-
lowing link: https://github.com/giordanoDaloisio/manila-framework.

In the following, we detail the Quality and Feature meta-model
and the editor we implement to perform modeling tasks, while an
example of modeling is showed, as proof of concept, in section 5.

4.1 Quality and Feature Meta-Model
The Quality and Feature meta-model allows the definition of an
extended Feature Model with quality properties and the specifica-
tion of functional and quality requirements. The QAs identified in
section 3.1 are used to specify both quality properties of features
and quality requirements of the whole pipeline. Quality proper-
ties and requirements refer to QAs and show the same form, but
the former models descriptive characteristics of variability points
whereas the latter models the prescriptive characteristic of the whole

https://github.com/giordanoDaloisio/manila-framework
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Figure 4: Quality and Feature meta-model

ML pipeline. The combination of features, showing specific quality
characteristics can (or not) satisfy the quality requirements of the
ML pipeline. MANILA approach aims to select a combination of
features that all together implement the ML pipeline and satisfy
the quality requirements.

The meta-model has been implemented using the established
EMF Framework [48] and is depicted in figure 4.

As already discussed in section 3.3, Feature Models are a suitable
model to formalize ML pipelines where variability points models
the concrete methods that can use to implement a pipeline’s step.
Hence, MANILA meta-model is an extension of the meta-model
proposed in [9].

The root entity of the meta-model is the Feature Model, which
represents the model itself and is composed by a Feature entity,
representing the whole ML pipeline, and composed itself by a set
of children, i.e. (sub-)Features.

A Feature entity represents a building block of the ML pipeline.
Features have a name and it can be abstract (i.e., they do not have
a concrete implementation in the final system), hidden (i.e., they
are not shown in the model) and mandatory (i.e., they must be

selected in every configuration) [32]. If a feature does not show the
abstract attribute, it means that it will be concrete. A Feature can be
a composition of other Features. Variability points are represented
by the Features as well, but at a lower level in the composition.

In the composition, Features can belong to two groups: OrGroup
and AltGroup1. OrGroup entities represent an inclusive relation-
ship, meaning that at least one child must be selected if the father is
selected. AltGroup entities represent instead an exclusive relation-
ship, meaning that exactly one child must be selected if the father
is selected.

Finally, Features can have Attributes. Each Attribute has a name
and contains a set of Attribute Value, predefined by the ML expert,
that represent the set of possible values an Attribute can have.

Feature, Attribute, and AttributeValue entities can be part of a
logical Constraint. There are two types of logic constraints: Require-
Constraint and ExcludeConstraint. The first means that, if a feature
involved in the RequiredConstraint is selected in a configuration,

1To enhance the visualization, we omitted from figure 4 these entities. However, a
full picture of the meta-model is available here https://github.com/giordanoDaloisio/
manila-framework/blob/main/assets/metamodel.png

https://github.com/giordanoDaloisio/manila-framework/blob/main/assets/metamodel.png
https://github.com/giordanoDaloisio/manila-framework/blob/main/assets/metamodel.png
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then also the other Features or Attributes in the logical constraint
must be considered in the final implementation. The second means
instead that, if a feature under the ExcludeContraint is selected,
then the other entity must not be selected in the configuration.

Note that, we extended the original Feature Meta-model to in-
clude in the Constraints also Attributes and AttributeValues. This
extension can help to automatically select suitable components
starting from, for example, the characteristic of the Dataset, which
might have several attributes (e.g. the number of classes in the case
of a classification tasks or the number of sensitive variables when
dealing with fairness [39]) whose values are not compatible with
the characteristics of components that hence must be excluded
during the generation of the ML pipeline configuration.

A Feature Model can contain a set of QualityProperty. Follow-
ing the definition of quality we made in section 3.1, each quality
property refers to one of the attributes we defined earlier: Computa-
tional Complexity, Privacy, Fairness, Interpretability, and Prediction
Correctness. Measurable quality properties are composed by one or
more Metric entities, each implemented by a feature.

Quality property itself can be implemented by one or more Fea-
tures and it can involve other Features. The distinction between
implemented by and involved feature is needed since some fea-
tures directly implement some quality properties (e.g., fairness
is straight provided by some methods able to mitigate the bias of
an ML method), otherwise others are an intrinsic quality property
without requiring an extra computational step (e.g., the computa-
tional complexity is an intrinsic feature of ML algorithms). Finally,
quality properties can also be influenced by each other (modelled
as influenced by relation).

Finally, the functional and quality requirements are represented
by the Requirement entity. In particular, a Feature Model can include
a Requirement related to a specific ML task (classification, regres-
sion, natural language processing, and so on). Each Requirement is
composed by a set ofAttribute Specification, modeling the functional
requirement, and a set of Quality Requirement, modeling the quality
requirements on the ML task. Each Attribute Specification is related
to an Attribute and an Attribute Value. Each Quality Requirement is
associated with a Quality Property previously defined in the model
and can contain one or more Thresholds related to a specific Metric.

4.2 Graphical Editor
After defining the meta-model, we implemented a graphical editor
that allows users to easily model ML pipelines and specify func-
tional and quality requirements. The editor has been implemented
using Sirius[53], a well-known tool for building graphical editors
based on the EMF framework.

Figure 5 shows an example of a model complaint to the Quality
and Feature Meta-model built with our editor. Note that, in order to
keep the model simpler and focus only on its semantic, we named
each feature with abstract label such as Child that must be inter-
preted as components. In the figure, Child2.1 and Child2.2 represent
specific ML pipeline components involved in the Interpretability
quality property, whereas Child1 and his children model additional
computational components implementing fairness. A real example
of modeling can be seen in section 5.

Figure 5: Example of Quality and Feature model with a given
requirement

In the devised editor, features are represented by boxes: white
boxes model concrete features, while grey boxes represent abstract
features [51]. Mandatory features are instead highlighted with a
boldface name. Attributes of a feature are defined inside the box,
below its name, with a label following the pattern: <Attribute
Name>: <Attribute Values>. Concerning the example in figure
5, Root Feature is an abstract feature while all the others are con-
crete ones. Furthermore, Child2 is mandatory, and Child2.1 has an
attribute named Attribute1 with two possible values: Value1 and
Value2.

Following the original definition of Feature Models, each feature
can have one or more children, and children can belong to logical
OrGroup or AltGroup [32]. In the graphical editor, this information
is represented using dotted edges labeled with OR or ALT keyword.
If a child feature does not belong to any group, the edge is not
labelled.

In addition, as already said in section 4.1, features can also re-
quire or exclude other features or attributes. This constraint is ex-
pressed using, inside the box of the requiring/excluding feature, a
specification following the form: <Require|Exclude>: <Feature
Name|Attribute Name|Attribute Name: Attribute Values>.
In the example shown in figure 5, Child2.1 and Child2.2 belong to
an OR group, while Child1, if selected, requires Attribute1 equal to
Value1.

QAs are represented with ellipses distinguished by color accord-
ing to the property type (i.e., fairness is green, interpretability is
yellow, and so on).

Quality Properties (ellipses) are linked to the feature that im-
plement them using a green edge. The editor use a yellow edge to
link Quality Properties (ellipses) to the involved features. To keep
the model clearer, we have decided not to represent metrics but
just to label the features implementing a given metric with a label
following the pattern: Implements: <Metric Name> [<Quality
Property>].
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The influence among quality properties is modelled by means
of a red edge (inflienced by) that starts from the influenced qual-
ity (ellipse) and points to the influencing property (ellipse). In the
example of figure 5, we have two quality properties: fairness (of PRE-
PROCESSING type [39]) and interpretability. Fairness requires extra
computational task is implemented by the feature Child1, while
interpretability, being an a-priori quality does not require an extra
feature and involves Child2.1 and Child2.2. In particular, Child2.1 is
involved with a low level of interpretability, while Child2.2 is in-
volved with a high level of interpretability. Interpretability could be
influenced by fairness (as discussed in section 3.1). This information
is modelled by means two red edges starting from each Interpretabil-
ity node and pointing to the Fairness node. Finally, Child1.1 and
Child1.2 are two features implementing two metrics for fairness,
namely Metric1 and Metric2, respectively.

Requirements are represented with orange boxes. The name
of the box follows this pattern: Requirement <ML Task>. In the
Requirement box, there is a list of possible attribute specifica-
tions. Each specification follows the pattern: <Attribute Name>:
<Attribute Value>. Quality requirements are represented with
red edges connecting the requirement to the related quality prop-
erty. Finally, thresholds are represented with brown edges that
connect the quality property with a feature implementing the rela-
tive metric. The value of the threshold is reported with a label on
the edge. Concerning figure 5, there is a requirement for the classi-
fication task, setting Attribute1 equal to Value1 and requiring both
fairness and interpretability quality properties. In particular, there
is a requirement for a low level of interpretability and a fairness
value equal to or lower than 0.2 under Metric1.

5 PROOF OF CONCEPT
This section describes the proof of concept we conducted in our
work. In particular, we want to ask the following research questions:

RQ1. Are our meta-model and editor able to properly
represent an actual ML pipeline specification with
involved quality requirements?

RQ2. Does the built model enable the generation of ML
pipeline configurations?

To answer these questions, we specify, using the implemented
editor, a Quality and Feature model that reproduces a ML pipeline
for multi-class classification problems, subject to fairness and pre-
diction correctness quality constraints. In particular, in this example
we focus on the Pre-Processing fairness, which consists on apply-
ing fairness enhancing methods to the dataset before using it as an
input to train the classifier [39]. Hence, recalling the figure 2, the
pipeline steps involved in this example are Data Pre-Processing and
Model Training-Testing. We do not represent the Feature Engineering
phase to keep model clearer and more readable.

Concerning RQ1, figure 6 shows the implemented model to
represent the multi-class classification pipeline2. The root feature is
theML Pipeline, which is an abstract mandatory feature. Describing
its children, going from left to right, the first is the Dataset feature,
2The same picture with a higher resolution is available here https://github.com/
giordanoDaloisio/manila-framework/blob/main/assets/quality-features-model.jpg

which has two attributes regarding the type of label (binary or
multiclass) and the number of sensitive variables (i.e., variables
affected by bias). Following, there are the features related to fairness.
In particular, these features are distinguished between methods to
implement fairness and metrics to measure it. Concerning methods,
we have included the most common pre-processing methods to
improve fairness: Reweighing [31], DIR [19], EG [1], and Blackbox
[43]. Since Reweighing and DIR can only be applied to datasets with
a binary label and a single sensitive variable, we added a Require
logical constraint requiring the Label attribute to be equal to binary
and the Number of sensitive variables attribute to be equal to single.
In addition, the abstract Fairness feature requires, if selected, to
specify the Number of sensitive variables attribute.

The Fainess Metrics entity is in relationship with features imple-
menting metrics usable to measure fairness, which are: Statistical
Parity (SP) [35], Disparate Impact (DI) [18], and Equalized Odds (EO)
[27]. These features belong to an OR group, meaning that at least
one metric must be selected if the father is selected.

Features implementing the metrics for the Prediction Correctness
are Precision [8], Recall [8], Zero One Loss [17], and Accuracy [44].
These features are children of an abstract father feature named
Prediction correctness and belong to an OR group.

Finally, the model contains features representing ML classifiers.
In this model, we have included the most used ML methods for
classification: KNN [23], Logistic Regression [40], Neural Networks
[24], and Decision Trees [14]. These features are children of an ab-
stract Classifier feature, which is mandatory, and they are members
of an ALT group, meaning that only one of them can be selected
inside a configuration. The Classifier is involved in the Prediction
Correctness quality property, meaning that all the children of this
feature will be also involved in this quality attribute. Fairness and
prediction correctness can influence each other, so there are two
(red) edges indicating their mutual influence.

The presented model specifies the requirements of the needed
ML system that must execute multi-class classification on datasets
with more than one sensitive variable. The ML system must be fair
and have high prediction correctness:

(1) the Prediction correctness must consider Accuracy metric,
whose value must be higher or equal to 0.85, and Zero-One
Loss metric that must be lower or equal to 0.2;

(2) Fairness must use Disparate Impact metrics, whose value
must be higher or equal to 0.8, and Statistical Parity metrics
that must be lower or equal to 0.2.

These functional and quality requirements are modeled through
a Requirement entity, which specifies in the Dataset feature, the
value multi-class for the attribute Label and the value multiple for
the attribute Number of sensitive variables.

The Requirement is connected to the two involved quality proper-
ties: Prediction correctness and Fairness. The two involved properties
are then related to the features implementing the metrics used in
the thresholds. In particular, Prediction Correctness is connected
to Accuracy and Zero One Loss through edges labeled with the
threshold’s value. Same for Fairness, which is connected to SP and
DI.

The model also specifies the Interpretability property that is
particular important for classification problems even if it is not

https://github.com/giordanoDaloisio/manila-framework/blob/main/assets/quality-features-model.jpg
https://github.com/giordanoDaloisio/manila-framework/blob/main/assets/quality-features-model.jpg
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Figure 6: Implemented Quality and Feature model for multi-class classification task with given requirements

targeted by the showed requirement. But, in general, another ML
system specification could ask for it.

RQ1. The presented meta-model is able to represent an
ML pipeline with involved quality properties. In particular,
relying on the concept of feature models, we can represent
any step of an ML pipeline using features and constraints.
Each feature can be involved in or can implement one or
more quality properties. These properties, along with fea-
tures’ attributes, are then used to specify a requirement.
The requirement, along with the constraints defined in the
model, can be used to generate a set of ML pipeline con-
figurations by cutting off the features that are not needed
and those against a particular constraint.

Concerning RQ2, the requirement of our example defines a
multi-class dataset with more than one sensitive variable. This
specification automatically excludes Reweighing and DIR from the
features to consider to improve fairness since they require a dataset
with a binary label and one sensitive variable. In addition, Precision,
Recall, and Equalized Odds are metrics not considered in the given
quality specification, so their implementations can be omitted from

the set of configurations. Finally, concerning the classifier methods,
they are not involved in any specification or constraint, so all of
them must be considered. However, since they belong to an ALT
group, they must be included in different configurations. Table 1
summarises the set of valid configurations that can be defined from
this requirement. In particular, each row of the table depicts a valid
ML pipeline configuration in which only the required features are
selected. It can be noted how some features (like the dataset or
the fairness and correctness metrics) are always selected. Other
features, like the different ML classifiers or the fairness enhancing
methods varies between configurations. Finally, there are features
that are not present in any configuration, because they are against
the functional and quality requirements defined above.

RQ2. Underlying logical conditions can be derived from
the requirement and constraints specified by the designed
model. The logical condition automatically defines a set of
pipeline configurations by cutting off the features that are
not needed.
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Table 1: ML pipeline configurations derived from the requirement specification

Classifier Prediction Correctness Metrics Fairness Methods Fairness Metrics
Dataset KNN LogReg Neural Net Decision Tree Zero One Loss Accuracy Precision Recall Blackbox EG Reweighing DIR DI SP EO

1 x x x x x x x
2 x x x x x x x
3 x x x x x x x
4 x x x x x x x
5 x x x x x x x
6 x x x x x x x
7 x x x x x x x
8 x x x x x x x

6 CONCLUSION AND FUTUREWORK
In this paper, we have presented a novel approach to model and
specify ML pipelines with quality requirements. First, we have
identified the most influential quality properties in ML pipelines
by selecting the quality attributes that are most cited in the liter-
ature. We have shown how these quality properties may impact
the pipeline’s steps. Next, we have presented MANILA, a novel
model-driven approach that will guide ML designers in developing
ML pipelines assuring quality requirements. Finally, we described
the modeling framework implemented in our work and proven its
usefulness by reproducing a real use case scenario.

In particular, in order to model ML pipelines with quality at-
tributes, we relied on the concept of Feature Models. We extended
the Feature Models meta-model to create a Quality and Features
meta-model, which allows associating quality attributes to fea-
tures and specifying functional and quality requirements. We have
demonstrated the expressiveness of our meta-model by reproducing
an ML pipeline with quality attributes. In addition, we implemented
a graphical editor which allows the creation of Quality and Feature
models and the specification of the requirements.

In the future, we plan first to conduct a user evaluation of our
graphical editor to evaluate its usability and to integrate other qual-
ity properties (for instance, Explainability [36]) in our meta-model.
Next, we will continue the development of MANILA framework
by first transforming the derived ML pipeline configurations into
actual implementations and further by evaluating the real qual-
ity of the implemented pipelines through their execution in a test
environment. This last step will allow the ML designer to select
the most promising ML system among the ones that satisfy all the
requirements.
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