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Core concepts
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Source: https://paperswithcode.com/method/bert

• Generative AI: AI models that are able to generate content
(text, images, videos…)

• Training: Any AI/ML model is trained on a large amount of 
data in order to be able to operate on new data

https://paperswithcode.com/method/bert


Generative AI is making an impact
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Generative AI is making an impact
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The growth of generative AI has been so sudden that the 
EU,ACM and USA issued statements on their concerns

surrounding these new technologies.



Generative AI is making an impact
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Source: https://paperswithcode.com/method/bert

Gen AI Models are pre-trained on a large amount of unlabeled
text, and then fine-tuned for specific tasks.

https://paperswithcode.com/method/bert


The training of Generative AI
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Gen AI Models are trained with a large amount of unlabeled text

Wikipedia, Reddit and Twitter are just 
examples of text sources.

The model will learn from the text, 
possibly memorizing information.



What are the consequences?

01/02/2024 Privacy Implications in the Training and Use of LLMs 7

Reddit and Twitter changed 
their API policies to profit 
from mass scale access.

AI Bots are taking over
the entire Internet.



Theory of Dead Internet

01/02/2024 Privacy Implications in the Training and Use of LLMs 8

The Theory of Dead Internet states that the Internet is 
now almost entirely dominated by AI Bots. 

The post The comments



Theory of Dead Internet

01/02/2024 Privacy Implications in the Training and Use of LLMs 9

The Theory of Dead Internet states that the Internet is 
now almost entirely dominated by AI Bots. 

Given how pervasive 
bots are in today’s 

Internet, privacy has 
become a crucial 

matter.



What are the privacy concerns?
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Generative  AI models learn from large collections of 
unfiltered, unlabeled text.

They will inherit and memorize sensitive info.

Info can be extracted with malicious inputs.

It can have an impact on any LLM application! (Medicine, 
Disaster recovery, …)



Example: Enron Email Dataset
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The Enron Email Dataset 
is a large collection of e-
mails sent between Enron 

employees.
Some Generative AI 

models are trained and 
tested on this dataset, 

which contains 
unencrypted names and 

emails.



Example: Enron Email Dataset
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Source: https://arxiv.org/abs/2401.05561

Several models were tested on this dataset, to see if they leaked emails 
under certain prompts.

ChatGPT discloses the full 
name and email 2 out of 3 

times with prompt C.

https://arxiv.org/abs/2401.05561


Example: Enron Email Dataset
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Source: https://arxiv.org/abs/2401.05561

Llama, built my META with 
privacy as a goal, always 

refuses to answer with prompt 
C.

https://arxiv.org/abs/2401.05561


What about other domains?
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The Enron Email Dataset is just an example.

What if a Gen AI model for medicine leaks medical records?

What if a Gen AI model for Disaster recovery leaks personal data?



Foundation Models
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Gen AI is the set of 
models able to 

generate content

LLMs are the set of 
models designed for 

human language.

FMs are the 
fundamental models 
behind most LLMs.

GEN AI

Gen AI is the set of models 
able to generate content.

Large Language Models are 
the set of models designed 

for human language.LLM

FM
Foundation Models are the 
fundamental models behind 

most LLMs.



Foundation Models
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Gen AI is the set of 
models able to 

generate content

LLMs are the set of 
models designed for 

human language.

FMs are the 
fundamental models 
behind most LLMs.

GEN AI

LLM

FM

Regulation should focus on 
Foundation Models! 
(Bommassani et al.)

Source: https://arxiv.org/abs/2108.07258

https://arxiv.org/abs/2108.07258


Possible regulations
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Source: https://arxiv.org/abs/2108.07258

Model

Made by Model

Foundation Models should come with a 
watermarking mechanism.
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https://arxiv.org/abs/2108.07258


Possible regulations
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Source: https://arxiv.org/abs/2108.07258

Model

Tool

Did the Model make this?

Foundation Models should come with a free 
tool that lets user check whether the content 

was made by them.
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https://arxiv.org/abs/2108.07258


European AI act
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Source: https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-
regulation-on-artificial-intelligence

The European AI Act agrees that regulation 
must be applied to Foundation Models rather 

than Gen AI models.
1. They must disclose that the content was 

generated by AI.

2. The model must be designed to prevent it 
from generating illegal content

3. Summary of what data is used for training 
must be published.
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https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence


Main takeaways
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The impact of Generative AI on impact and society is unprecedented

It is already impacting the Internet in multiple ways, forcing companies to 
adapt their policies and costs

Privacy concerns stem from unlabeled text used for training

Possible regulations should target Foundation Models

The European AI ACT is dealing with these issues
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