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Abstract

Machine learning (ML) systems have become an essential tool for experts of
many domains, data scientists, and researchers, helping them to find answers
to many complex business questions starting from raw datasets. Neverthe-
less, the development of ML systems able to satisfy the stakeholders’ needs
requires an appropriate amount of knowledge about the ML domain. Over
the years, several solutions have been proposed to automate the develop-
ment of ML systems. However, an approach taking into account the new
quality concerns needed by ML systems (like fairness, effectiveness, privacy,
and others) is still missing.

We target the fairness and expressiveness quality attributes by proposing
MANILA, a novel low-code application to support the development of fair
and effective ML systems. The main idea behind the proposed approach is
that we can think of the quality-based development process of ML systems as
a Software Product Line (SPL) implemented through the Extended Feature
Model formalism. In this work, we extend our previous publication [1] by
evaluating MANILA’s expressiveness and correctness by replicating three
different real-world fairness evaluations and showing how the results of the
experiments implemented with MANILA are statistically equal to the original
ones. In addition, we conduct a user evaluation of our approach to highlight
and discuss its strengths and main points of improvement for its usability.
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1. Introduction

Machine Learning (ML) systems are increasingly becoming used instru-
ments, applied to all application domains, and affect our real life. The de-
velopment of ML systems requires a high knowledge of the underlying ML
approaches to choose the best techniques, models, and measures to solve
the target problem. In recent years, many methods have been developed to
automate some phases of ML system development and help non-technical
users (e.g., [2, 3, 4]). However, these techniques do not consider the quality
properties essential for ML systems, like the privacy of the data set or the
interpretability, explainability and fairness of the model [5, 6, 7].

Indeed, if we consider the impact that ML applications have on our
lives, it is clear how ensuring that these quality properties are satisfied is of
paramount importance. This importance is also highlighted by some of the
17 Sustainable Development Goals (SDG) proposed by the United Nations
[8], in primis SDG 5 (Gender Equality) or SDG 10 (Reduced Inequalities).
In addition, the relevance of these quality properties is also highlighted by
the AI Act proposal of the European Commission, where effectiveness (i.e.,
how good an ML model is in predicting outcomes [9]), and fairness (i.e., the
absence of any prejudice or favouritism toward an individual or group based
on their inherent or acquired characteristics [10]) are described as key quality
properties for high-risk AI-enabled systems [11].

In this paper, we target these two quality properties (i.e., effectiveness and
fairness) by presenting MANILA (Model bAsed developmeNt of machIne
Learning systems with quAlity), a novel approach that will democratise the
quality-based development of ML systems by means of a low-code platform
[12]. The goal of our approach is to provide an environment for the automatic
configuration and implementation of experiments that automatically selects
the ML system (i.e., the ML Algorithm and the fairness enhancing method)
to better satisfy a given quality requirement. The requirement is satisfied
by finding the best trade-off between effectiveness and fairness. This will
simplify the work of data scientists who are not practical in the quality-
based development of ML systems, and will guarantee fairness by reducing
inequalities in contexts where applying ML systems is ethically critical (e.g.,
justice [13] or education [14]).
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Note that this paper extends our previous publication [1] by adding the
following new contributions:

• We extend the discussion of related works by including new papers em-
ploying a software engineering approach to model fairness experiments;

• We extensively evaluate MANILA in terms of both expressiveness and
correctness ;

• We conduct a user evaluation of MANILA to highlight its strengths
and limitations, and to identify its main points of improvement for its
usability.

The rest of this paper is structured as follows: Section 2 presents a list
of related works distinguishing among motivating papers and related ap-
proaches; Section 3 presents a general quality evaluation workflow that we
use as a reference in the rest of the paper; in Section 4 we describe the
architecture of MANILA and its components; Section 5 is devoted to de-
scribing the correctness and expressiveness evaluation and the user evalua-
tion of MANILA; Section 6 discusses some possible threats to validity of our
approach, and, finally Section 7 concludes the paper also presenting some
future works.

2. Related Work

In this section, we describe related work related of our proposed approach.
We first describe a list of papers that motivate the need for quality assurance
in ML systems, and we describe how our approach aims to solve some of the
underlying concerns. Next, we describe a set of works similar to our proposed
approach, highlighting for each one the differences with MANILA.

2.1. Motivating Papers

The problem of quality assurance in machine learning systems has gained
much relevance in the last years. Many articles highlight the need to define
and formalise new standard quality attributes for machine learning systems
[5, 6, 7, 15, 16, 17]. Most of the work in the literature focuses on either the
identification of the most relevant quality attributes for ML systems or on
the formalisation of them in the context of ML system development.

Concerning the identification of quality attributes in ML systems, the au-
thors of [18, 19] identify three main components in which quality attributes
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can be found: Training Data, ML Models and ML Platforms. The
quality of Training Data is generally evaluated with properties such as pri-
vacy, bias, completeness and missing values, expressiveness. ForML Model,
the authors mean the trained model used by the system. The quality of this
component is generally evaluated by fairness, explainability, interpretability,
security. Finally, ML Platform is the implementation of the system, which
is mainly affected by security, performance reliability, and availability. Muc-
cini et al.[5] identified a set of quality properties as constraints of stakeholders
and highlighted the need to consider them during the Architecture Definition
phase. The quality attributes are: data quality, ethics, privacy, fairness, ML
models’ performance, etc. Martinez-Fernàndez et al. also highlights in [6] the
need to formalise quality properties in ML systems and update the software
quality requirements defined by ISO 25000 [20]. The most relevant properties
highlighted by the authors concern ML safety, ML ethics, and ML explain-
ability. In our work, we focus on quality properties that arise during the
development of ML systems such as fairness, explainability, interpretability,
and datasets privacy, while we leave other quality properties (e.g., perfor-
mance) that arise during other phases (e.g., deployment) for future work. In
particular, in this paper we target fairness, also in relation to expressiveness.

Many solutions have been proposed to formalise and model the standard
quality assurance process in ML systems. Amershi et al. have been the
first authors to identify a set of common steps that identify the develop-
ment of each ML system [21]. In particular, each ML system is identified
by nine stages that go from data collection and cleaning, to model training
and evaluation, and finally to the deployment and monitoring of the ML
model. Their work has been the foundation of many subsequent papers on
the quality modelling of ML systems. CRISP ML (Cross-Industry Standard
Process model for Machine Learning) is a process model proposed by Studer
et al. [22], extending the more well known CRISP DL [23] process model
to ML systems. They identify a set of common phases for the building of
ML systems, namely: Business and Data understanding, Data preparation,
Modelling, Evaluation, Deployment, Monitoring and Maintenance. For each
phase, the authors identify a set of functional quality properties to ensure
the quality of such systems like robustness (i.e., the ability of an ML model
to guarantee a constant level of correctness in the predictions during time),
explainability, and computational complexity. Similarly, the Quality for Arti-
ficial Inteligence (Q4AI ) consortium proposed a set of guidelines [24] for the
quality assurance of ML systems for specific domains: generative systems,
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operational data in process systems, voice user interface system, autonomous
driving and AI Optical Character Recognition. For each domain, the au-
thors identify a set of properties and metrics to ensure quality properties like
robustness, and explainability. Concerning the modelling of quality require-
ments, Azimi et al. proposed a layered model for the quality assurance of
machine learning systems in the context of the Internet of Things (IoT) [25].
The model consists of two layers: Source Data and ML Function/Model. For
Source Data, a set of quality attributes is defined: completeness, consistency,
conformity, accuracy, integrity, timeliness. Machine learning models are in-
stead classified into predictors, estimators and adapters and a set of quality
attributes are defined for each of them: accuracy, correctness, completeness,
effectiveness, optimality. Each system is then influenced by a subset of qual-
ity characteristics based on the type of ML model and the required data.
Ishikawa proposed, instead, a framework for the quality evaluation of an ML
system [26]. The framework defines these components for ML applications:
dataset, algorithm, ML component and system, and, for each of them, pro-
poses an argumentation approach to assess quality. Finally, Siebert et al.
[27] proposed a formal modelling definition for quality requirements in ML
systems. They start from the definition of the process in [23] and build a
metamodel for the description of quality requirements. The meta-model is
made of the following classes: Entity (which can be defined at various levels
of abstraction, such as the whole system or a specific component of the sys-
tem), Property (also expressed at different levels of abstraction), Evaluation
and Measure related to the property. Starting from this meta-model, the au-
thors build a tree model to evaluate the quality of the different components
of the system. From this analysis, we can conclude that there is a robust
research motivation in formalising and defining new quality attributes of the
ML systems.

From this review, we can conclude how many attempts have been pro-
posed to address quality constraints of ML systems, and several quality prop-
erties, metrics, and definitions of ML systems can now be extracted from the
literature. However, a framework that guides the data scientist through de-
veloping ML systems satisfying quality properties is actually still missing. In
this paper, we go in this direction by proposing MANILA, a novel approach
that will democratise the quality-based development of ML systems through
a low-code platform. In particular, we model a general workflow for the
quality-based development of ML systems as a Software Product Line (SPL)
[28] through the ExtFM formalism [29, 30]. Next, we demonstrate how it
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is possible to generate an actual implementation of such workflow from a
low-code experiment configuration and how this workflow is actually able to
suggest the best methods to satisfy a given quality requirement. Recalling
the ML development process of [21], MANILA focuses on the model training
and model evaluation development steps by guiding the data scientist in se-
lecting the ML system (i.e., ML algorithm and quality improvement method)
that better meets a given quality attribute. In particular, in this paper, we
focus on the fairness quality attribute, while other attributes will be explored
in future works.

2.2. Related Approaches

Several approaches have been proposed in the last few years regarding
either the adoption of Feature Models to model ML systems or helping users
in the quality-based development of ML systems.

Regarding the adoption of Feature Models to model ML systems, a similar
approach was used by Di Sipio et al. in [31]. In their work, the authors
used feature models to model ML pipelines for Recommender Systems. The
variation points are identified by all the components needed to implement a
recommender system (e.g., the ML algorithm to use or the Python libraries
for the implementation). However, they do not consider quality attributes in
their approach.

In terms of helping users assess quality attributes in ML systems, there
is an intense research activity mainly related to the fairness domain [32].
In general, the problem of fairness assurance can be defined as a search-
based problem among different ML algorithms and fairness methods [32]. An
example of a search-based approach to identify the best combination of the
ML classifier and the fairness enhancing method is the Fairkit-learn library
proposed by Johnson and Brun in [33]. In their work, the authors present
a Python library (similar to the well-known scikit-learn library [34]) that
uses a grid-search approach to identify the best combination of the fairness
enhancing method and ML classifier, along with the best configuration of
hyper-parameters for the given classifier and fairness enhancing methods.
In our work, we adopt a similar grid search-based approach to select the
best combination of the ML classifier and the fairness method. However,
instead of a library that may be difficult to use for non-technical users [35],
we propose a low-code application to guide non-expert users in the quality-
based development of ML systems. In addition, MANILA guides in the
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definition and generation of experiments that are always executable (i.e., not
leading to errors).

Instead, a tool that is close to our approach is the model-driven bias as-
sessment and mitigation framework proposed by Yohannis and Kolovos in
[36]. In particular, the authors have first defined a meta-model to represent
bias measurement and mitigation scripts. Then, they defined a Domain Spe-
cific Language (DSL) to specify such scripts. Finally, from a script model de-
fined using such a DSL, the proposed tool automatically generates a Python
implementation of the script. The authors have also presented two decision
trees that guide users in selecting, respectively, the most accurate fairness
metrics and methods based on the purpose of the experiment. MANILA
differs from this approach in three aspects: (i) our approach relies on the
Extended Feature Model formalism to model the quality-based ML devel-
opment process as an SPL; (ii) MANILA is designed to be easily extended
to include other quality attributes and find the best trade-off among them;
(iii) MANILA guides users in selecting features (i.e., ML algorithms and
fairness-enhancing methods) that always lead to an executable experiment
script (i.e., that does not lead to execution errors). However, we will also
include the purpose-orientated feature selection approach of [36] in our fu-
ture works. In this way, MANILA will guide users in selecting features that
are both compliant with already selected ones and also compliant with the
purpose of their experiments.

3. Considered Quality Evaluation Process

Consider now a data scientist who needs to understand which is the best
ML system able to satisfy a given quality constraint. What they typically
will do is perform a quality evaluation ad-hoc process to assess the set of
ML and quality enhancing techniques able to satisfy the quality constraint
better. They assume that the best possible quality result can be achieved by
applying one of the available techniques in isolation.

Algorithm 1 reports the pseudo-code of a generic process to assess a
generic QA during the development of an ML system.

The first step is selecting the dataset to use and possibly preparing it
for the experiment (in this work, we assume that the dataset has already
been preprocessed and is ready to train the ML model). Next, the data
scientist selects the ML algorithms, the methods enhancing a QA, and the
appropriate quality metrics for the evaluation. Then, for each of the chosen
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Algorithm 1: Quality Evaluation Process pseudo-code

Input: Dataset d, ML Algorithms ML, QA Methods Q, QA Metric
M

for m ∈ ML do
for q ∈ Q do

if q works on d then
apply q on d;

if q works on m before training then
apply q on m;

f = train m;
if q works on f then

apply q on f ;

compute selected metrics M on f ;

choose report technique;
evaluate the results;
Q = select best QA Method;
M = select best ML Algorithm;
F = train M with full dataset applying Q;
return F

ML algorithms, they apply the selected quality methods and, according to
their type, there can be the following options:

• if the quality method works on the training set, it has to be applied to
the dataset before training the ML algorithm

• if the quality method works on the ML algorithm before training, then
it has to be applied to the ML algorithm before the training phase

• if the method works on the trained ML algorithm, then it has to be
applied after the training of the ML algorithm

Finally, the data scientist computes the selected metrics for the specific pair
of ML and QA methods. After repeating the process for all the selected
methods, they choose a reporting technique (e.g., table or chart), evaluate
the obtained results collected in the report, and train with the entire dataset
the ML algorithm performing better by applying the quality method that
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better achieves the QA. If the data scientist has a threshold to achieve, then
they can verify if at least one of the ML and quality methods combinations
satisfies the constraint. If so, one of the suitable pairs is selected. Otherwise,
they have to relax the threshold and repeat the process.

Data
Scientist

Features selection

Select
dataset

Select
ML Methods

Select
Fair Methods

Select
Metrics

Test the
methods

Evaluate the
results Yes

No

Results
are satisfying?

Train and
return the
best ML
setting

Experiment Execution

Figure 1: Manual execution of the Quality Evaluation Process

The Quality Evaluation Process described in Algorithm 1 can be general-
ized as a process of common steps describing any experiment in the considered
domain with the same assumptions. Figure 1 sketches such a generalization.
First, the data scientist selects all the experiment features, i.e., the dataset,
the ML Methods, the methods assuring a specific QA and the related met-
rics (Features Selection step). Next, she runs the quality methods using the
general approach described in algorithm 1 and evaluates the results (namely,
Experiment Execution). If the results are satisfying (i.e., they satisfy the
quality constraints), then the method with the best QA is returned. Other-
wise, the data scientist has to repeat the process, possibly relaxing the QA
constraints or working on the dataset.

The described Quality Evaluation Process is the foundation of MANILA
that aims to formalise and democratise it by providing an SPL and ExtFM-
based low-code framework that supports data scientists in developing quality
ML systems.

4. MANILA Approach

In this section, we describe the new web-based version of MANILA, a low-
code framework to formalise the quality-based development of ML systems.
This work is based on the general experiment workflow described in Section
3, and on the results of the user evaluation described in Section 5.2.
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Our approach aims to automate and ease the quality-based development
of ML systems. We achieve this goal by proposing a framework to automat-
ically generate a configuration of an experiment to find the ML system (i.e.,
ML algorithm and quality enhancing method) better satisfying a given QA.
This framework will accelerate the quality-based development of ML systems
making it accessible also to not experts.

Recalling the experimental workflow described in section 3, the set of ML
models, quality methods and metrics can be considered variation points of
each experiment, differentiating them from one another. For this reason, we
can think of this family of experiments as a Software Product Line (SPL)
specified by a Feature Model [37]. Indeed, Feature Models allow us to define
a template for families of software products with standard features (i.e., com-
ponents of the final system) and a set of variability points that differentiate
the final systems [29, 38]. Features in the model follow a tree-like parent-child
relationship and could bemandatory or optional [38]. Sibling features can be-
long to an Or-relationship or an Alternative-relationship [38]. Finally, there
could be Cross-tree relationships among features not in the same branch.
These relationships are expressed using logical propositions [38]. However,
traditional Feature Models do not allow associating attributes to features,
which are necessary in our case to represent a proper experiment workflow
(for instance, to specify the label of the dataset or the number of rounds in
cross-validation [39]). Hence, we relied on the concept of Extended Feature
Models [29, 30] to represent the family of experiments workflows.

Figure 2 details a high-level picture of MANILA, where each rounded box
represents a step in the quality-driven development process, while square
boxes represent artefacts. MANILA has been implemented as a low-code
web application through which all the steps of the quality-based development
workflow can be performed. Near each artefact, we report the tools involved
in its implementation.

The first step in the development process is the feature selection, in which
the data scientist selects all the components of the quality-testing experi-
ment through a dedicated web form. Next, a Python script implementing
the experiment is automatically generated from the selected features. The
generated experiment can be executed directly in the web application, or
it can be downloaded and executed locally or embedded in other pipelines.
After its execution, for each QA selected, the experiment returns:

1. a quality report reporting for each quality method and ML algorithm
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Figure 2: MANILA approach

the related metrics;

2. the ML algorithm with the applied quality enhancing method that
better performs with the given QA, trained and ready for production.

The architecture of MANILA makes it easy to extend. In fact, adding a new
method or metric to MANILA translates to adding a new feature to the web
form and adding the proper code implementing it.

The basis of MANILA is the Extended Feature Model (ExtFM). The
ExtFM is the template of all possible experiments a data scientist can per-
form and guides her through the quality-based development of an ML system.
We used the ExtFM as a formalism to reason about the different relation-
ships and constraints among features before implementing them in the web
application.

MANILA is publicly available in the SoBigData research infrastructure
(RI) [40] (after registration)1, and its source code is available on GitHub2.
SoBigData is a European project that aims to develop and share analyses
and tools in the field of Big Data following the Open Science principle. Its
RI is built on top of the D4Science platform [41] and provides datasets,
analyses, and methods on several data science topics. In this perspective,

1https://sobigdata.d4science.org/group/sobigdata.it/manila-univaq
2https://github.com/giordanoDaloisio/manila-web
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MANILA is provided as an application to assist data scientists in performing
fairness evaluations using the datasets already available in the platform or
by uploading new ones.

In the following, we detail first the ExtFM; then, we describe the web
application and how each workflow step has been implemented.

4.1. Extended Feature Model

As already mentioned, the ExtFM is the basis of MANILA approach since
it defines the template of all possible experiments a data scientist can gen-
erate. It has been implemented using FeatureIDE, an open-source graphical
editor which allows the definition of ExtFMs [42].

Figure 3 shows a short version of the implemented ExtFM3. In particular,
each experiment is defined by six macro features, which are then detailed by
children’s features.

The first mandatory feature is the Dataset. The Dataset has a file ex-
tension (e.g., CSV, EXCEL, JSON, and others), and a Label which can be
Binary or Multi-Class. The Label feature has two attributes specifying his
name and the positive value (used to compute fairness metrics). The Dataset
could also have one or more sensitive variables that identify sensitive groups
subject to unfairness [10]. The sensitive variables have a set of attributes to
specify their name and the privileged and unprivileged groups [10]. Finally,
there is a feature to specify if the Dataset has only positive attributes. This
feature has been included to define a cross-tree constraint with a scaler tech-
nique that requires only positive attributes (see table 1). All these features
are modelled as abstract since they do not have a concrete implementation
in the final experiment. The next feature is a Scaler algorithm, which is not
mandatory and can be included in the experiment to scale and normalize the
data before training the ML model [43]. Different scaler algorithms from the
scikit-learn library [34] are listed as concrete children of this feature. Next,
there is the macro-feature representing the ML Task to perform. This feature
has not been modelled as mandatory since there are two fairness methods (i.e.
Gerry Fair and Meta Fair [44, 45]) that embed a fair classification algorithm
and so, if they are selected, the ML Task can not be specified. However, we
included a cross-tree constraint requiring the selection of ML Task if any of
these two methods are selected (¬ Gerry Fair ∧ ¬ Meta Fair ⇒ ML Task).

3The whole picture can be downloaded here https://bit.ly/3ZyvMrk
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Figure 3: Short version of the implemented Extended Feature Model
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An ML Task could be Supervised or Unsupervised. A Supervised task could
be a Classification task or a Regression task and has an attribute to specify
the size of the training set. These two abstract features are then detailed by
a set of concrete implementations of ML methods selected from the scikit-
learn library [34]. The Unsupervised learning task could be a Clustering or
an Aggregation task. At this stage of the work, these two features have not
been detailed and will be explored in future works. Next is the macro feature
representing the system’s Quality Attributes. This feature is detailed by the
four quality attributes elicited in our previous paper [1]. Effectiveness is not
included in these features since it is an implicit quality of the ML methods
and does not require adding other components (i.e. algorithms) in the ex-
periment. At the time of this paper, the Fairness quality has been detailed,
while the other properties will be deepened in future works. In particular,
Fairness methods can be Pre-Processing (i.e. strategies that try to mitigate
the bias on the dataset used to train the ML model [10, 46, 47]), In-Processing
(i.e. methods that modify the behaviour of the ML model to improve fair-
ness [10, 48]), and Post-Processing (i.e. methods that re-calibrate an already
trained ML model to remove bias [10, 49]). These three features are detailed
by several concrete features representing fairness-enhancing methods. In se-
lecting such algorithms, we selected methods with a solid implementation,
i.e., algorithms integrated into libraries such as AIF360 [50] or Fairlearn [51]
or algorithms with a stable source code such as DEMV [52] or Blackbox [49].
All these quality features have been implemented with an Or-group relation-
ship. The last macro feature represents the Metrics to use in the experiment.
Metrics are divided among Classification Metrics, Regression Metrics and
Fairness Metrics. Each metric category has a set of concrete metrics selected
from the scikit-learn library [34] and the AIF360 library [50]. Based on the
ML Task and the Quality Attributes selected, the data scientist must select
the proper metrics to assess Correctness and the other Quality Attributes.
This constraint is formalized by cross-tree relationships among features (see
table 1). In addition, a set of Aggregation Functions must be selected if more
than one metric is selected. The aggregation function combines the value of
the other metrics to give an overall view of the method’s behaviour. Forward,
there is the optional macro feature identifying the Validation function. Val-
idation functions are different strategies to evaluate the Quality Attributes
of an ML model [53]. Several Validation functions are available as children
features, and there is an attribute to specify the number of groups in case of
cross-validation [53].
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Table 1: Extended Feature Model cross-tree constraints

Cross-tree constraints Description
Fairness ⇒ Sensitive Variables If the fairness QA is selected, then the

sensitive variables must be specified
Fairness ⇒ Fairness Metrics If the fairness QA is selected, then at

least a fairness metric must be selected
Multiple Sensitive Var ⇒ ¬ Sampling ∧
¬ Blackbox ∧ ¬ DIR

If multiple sensitive variables are
selected, then disable the fairness

enhancing methods not supporting more
than one sensitive variable

MultiClass ⇒ ¬ Reweighing ∧ ¬ DIR ∧
¬ Optimized Preprocessing ∧ ¬ LFR ∧
¬ Adversarial Debiasing ∧ ¬ Gerry Fair ∧
¬ Meta Fair ∧ ¬ Prejudice Remover ∧
¬ Calibrated EO ∧ ¬ Reject Option

If a multi-class label is selected, then
disable the fairness methods not

supporting multi-class classification

Regression ⇒ ¬ PostProcessing ∧
¬ Reweighing ∧ ¬ DIR ∧ ¬ DEMV ∧
¬ Optimized Preprocessing ∧ ¬ LFR ∧
¬ Adversarial Debiasing ∧ ¬ Gerry Fair ∧
¬ Meta Fair ∧ ¬ Prejudice Remover

If the regression task is selected, then
disable all the fairness methods not

supporting this task

Exponentiated Gradient ∨ Grid Search ⇒
¬ MLP Classifier ∧¬ MLP Regressor

Exponentiated Gradient and Grid Search
fairness methods do no work with MLP

Classifier and MLP Regressor ML
methods

¬ GerryFair ∧¬ MetaFair ⇒ ML Task If not GerryFair and MetaFair fairness
methods are selected, then an ML Task

must be selected
Classification ⇐⇒ Classification Metrics
∧¬ Regression Metrics

If the classification ML task is selected,
then at least one classification and no

regression metrics must be selected, and
vice versa

Classification Metrics ⇐⇒ ¬ Regression
Metrics

If a classification metric is selected, then
a regression metric must not be selected

and vice versa
Regression ⇐⇒ Regression Metrics ∧¬
Classification Metrics

If the regression ML task is selected, then
at least one regression and no

classification metrics must be selected,
and vice versa

Box-Cox Method ⇒ Strictly Positive At-
tributes

If the Box-Cox scaler method is selected,
then the dataset must have strictly

positive attributes
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Finally, table 1 lists the cross-tree constraints among features. These
constraints have been then implemented in the web form of MANILA to
guide the data scientist in selecting features always leading to a correct (i.e.,
executable) experiment.

4.2. Web Application

The features and the constraints defined in the ExtFM have been im-
plemented into a low-code web application which is the core of MANILA.
Through the web application, is it possible to perform all the steps of the
quality-based development workflow described in Section 3. The web appli-
cation has been implemented using the React framework for the front end
and the Flask Python library for the back end. In the following, we detail
how each workflow step has been implemented in the application.

4.2.1. Feature Selection

The feature selection step has been implemented in MANILA through a
web form that includes all the features and the constraints defined in the
ExtFM.

Figure 4: MANILA Web Form

Figure 4 shows a portion of the web form. The form comprises six sub-
forms (one for each macro feature defined in the ExtFM). Each sub-form
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includes all the concrete (i.e., non-abstract) children features of the relative
macro feature in the ExtFM. For instance, in figure 4 is shown the sub-
form relative to the Dataset macro feature, and it includes all the Dataset
children features like File Extension, Label, and so on. Children with an
alternative relationship in the ExtFM are implemented in the form either
through a radio group (like the File Extension or Label fields in figure 4) or by
a logical condition among fields (for instance, in figure 4 theMultiple Sensitive
Variables field has been disabled because the Single Sensitive Variable field
has been selected). In all other cases, features in the ExtFM have been
implemented as checkbox fields in the form. Additional attributes related
to the features (like the Label Name or Positive Value fields) have been
implemented as text fields, which may be mandatory or not, depending on
the case.

The cross-tree constraints defined in the ExtFM have been implemented
as logical constraints among the different form fields. Figure 5 shows an ex-
ample of such constraints. In the figure, it can be seen how the Regression
field has been disabled. This is due to two reasons: first, the Classifica-
tion ML task has already been selected, and second, the Regression task is
incompatible with the fairness methods included so far. Hence, since the
Fairness quality property has been selected, regression ML methods can not
be selected; otherwise, they would lead to a non-executable experiment. This
constraint is also shown to the user through a message saying that Regres-
sion task is incompatible with fairness methods. In addition, note how the
Reweighing fairness method has been disabled as well. This is because the
Reweighing method is not compatible with the MLP Classifier ML method
that has already been selected. This constraint is also reported to the user
through a message saying that Reweighing is not compatible with MLP Clas-
sifier or MLP Regressor.

Concerning the selection of fairness metrics, we included a set of questions
(inspired from [36]) to help the data scientist select the proper ones. Figure
6 reports the set of questions. The first question aims at identifying if the
fairness definition to assess is an individual (i.e., similar individuals should be
treated similarly) or group (i.e., individuals of a specific group should not be
discriminated) fairness definition [10]. If the data scientist selects individual,
then the three individual fairness metrics implemented in the aif360 library
(i.e., Euclidean Distance[54], Manhattan Distance[55] and Mahalanobis Dis-
tance[56]) are shown. Instead, if the data scientist chooses the group fairness
definition, another question aims to identify the specific category of group
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Figure 5: Example of web form cross-tree constraints

fairness definitions. In particular, the data scientist has to specify if she is
interested in equal fairness (i.e., everyone should have the same probability
of receiving the positive label predicted [10]), proportional fairness (i.e., ev-
eryone should have the positive label predicted only if the other variables,
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Figure 6: Fairness metric selection

different from the sensitive ones, tell that [10]), or other fairness definitions.
Based on the selected definition, then a set of metrics is shown. In particular,
following the work of [36], for the equal category, we have included Statisti-
cal Parity and Disparate Impact fairness metrics [57]. For the proportional
category, we have included the Equalized Odds Difference [58] and Average
Odds Difference [59]. Finally, for the other category, we included the True
Positive Difference and False Positive Difference [60].

Figure 7: File upload field and execution buttons
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Finally, figure 7 shows a last field in the form that allows the user to
upload their dataset to run the generated experiment on the server. Below
are two buttons allowing respectively to download the generated code and
run the experiment on the server. Note how in the figure, the buttons are
disabled because not all the constraints defined in the form are met.

4.2.2. Experiment Generation and Execution

The experiment can be generated and executed after selecting a set of
features that meet all the form’s constraints.

The generation process starts by either clicking on the Generate Code or
Run the experiment buttons shown in figure 7. The first button starts the
code generation process and makes the generated code available for download.
In contrast, the second generates the code and executes the generated code
directly on the server showing the output to the user. The code generation
process is performed through the Jinja template engine [61].

In general, the experiment applies each ML algorithm with each fairness
method. It returns a report with the selected metrics and the ML setting
(i.e., ML method and fairness enhancing method), achieving the best fairness
and effectiveness trade-off. As already reported, it is worth noticing how
the effectiveness is an intrinsic property of the ML algorithms and so no
enhancing method is required. Figure 8 reports an example of how the quality

Quality evaluation experiment

Best
Setting

ML Model 2

Effectiveness/Fairness
Report

Settings Metric 1 ... Metric J

Setting
1,1 ... ... ---

... ... ... ...

Setting
3,n ... ... ...

...Method
1

Fairness

Method
n

ML Model 1

ML Model 3

Figure 8: Quality evaluation process example

evaluation process is done in MANILA. In this example, the data scientist
has selected three ML algorithms and wants to assure Fairness. She has
chosen n methods to enhance Fairness and has selected j metrics for Fairness
and effectiveness. Then, the testing process applies the n fairness methods
to each ML algorithm and computes the j fairness metrics. Finally, the
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process returns a report synthesizing the obtained results for Fairness and
Effectiveness along with the best Fairness and Effectiveness setting.

1 from utils import cross_val

2 from methods import FairnessMethods

3 ...

4

5 ml_methods = {

6 ’logreg ’: LogisticRegression (),

7 ’gradient ’: GradientBoostingClassifier (),

8 }

9 fairness_methods = {

10 ’no_method ’: FairnessMethods.NO_ONE ,

11 ’preprocessing ’: [

12 FairnessMethods.DEMV ,

13 ],

14 ’inprocessing ’: [

15 FairnessMethods.EG,

16 FairnessMethods.GRID ,

17 ],

18 ’postprocessing ’: []

19 }

20 base_metrics = {

21 ’stat_par ’: [],

22 ’eq_odds ’: [],

23 ’zero_one_loss ’: [],

24 ’disp_imp ’: [],

25 ’acc’: [],

26 ’hmean’: [],

27 }

28 for m in ml_methods.keys():

29 model = Pipeline ([

30 (’scaler ’, StandardScaler ()),

31 (’classifier ’, ml_methods[m])

32 ])

33 for f in fairness_methods.keys():

34 model = deepcopy(model)

35 data = data.copy()

36 if f == ’preprocessing ’:

37 for method in fairness_methods[f]:

38 model_fair , ris_metrics = cross_val (..., model=model ,

metrics=base_metrics , preprocessor=method)

39 ...

40 elif f == ’inprocessing ’:

41 for method in fairness_methods[f]:

42 model_fair , ris_metrics = cross_val (..., model=model ,

metrics=base_metrics , inprocessor=method)

43 ...

44 elif f == ’postprocessing ’:

45 for method in fairness_methods[f]:

46 model_fair , ris_metrics = cross_val (..., model=model ,

metrics=base_metrics , postprocessor=method)

47 ...

Listing 1: Portion of the generated experiment code
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To have a more concrete visualization of how the experimental evaluation is
conducted, Listing 1 reports a small portion of the generated Python code. In
the code, there are three dictionaries containing the list of ML methods, fair-
ness methods, and metrics to use (namely ml methods, fairness methods,
and base metrics, respectively). Next, there is a for loop exploring the
list of ML methods and, for each method, the function creates a pipeline in-
cluding a preprocessing method (in this example, the StandardScaler pre-
processing approach). Finally, a nested for loop explores the list of fairness
methods, and, for each of them, a function performing the evaluation is called
according to the fact that the fairness method is a preprocessing, inprocess-
ing, or postprocessing one. It is worth noting how the depicted generated
experiment may vary based on the features selected. However, most sections
of the experiment are general and are not related to the selected features.

If the data scientist chooses to download the code, the generated ex-
periment can be invoked directly through the Python interpreter using the
command given in listing 2. Otherwise, it can be called through a REST API
or any other interface such as a desktop application or a Scientific Workflow
Management System like KNIME [62, 63]. This generality of our experimen-
tal workflow makes it very flexible and suitable for many use cases.

$ python main.py -d <DATASET PATH >

Listing 2: Experiment invocation

After the execution, the code returns the quality report in CSV format and
the best ML model trained with the full input dataset and ready to be
deployed. The ML model returned by the experiment is saved as a pickle
file [64]. We have chosen this format since it is a standard format to store
serialized objects in Python and can be easily imported into other scripts.

Instead, if the data scientist executes the experiment on the server, the
results are shown on a dedicated page. Figure 9 shows the different elements
of the results page. In this particular example, we used MANILA to evalu-
ate the fairness and effectiveness of a Logistic Regression model alone and a
Logistic Regression model with the application of the Reweighing preprocess-
ing method[46]. We used the Accuracy metric to evaluate the effectiveness
and the Average Odds [58] and Disparate Impact [47] metrics to evaluate the
fairness of the two settings. Finally, we adopted the Statistical Mean as the
aggregation function. The result page shows the metrics both in a bar chart
and in a tabular way. Figure 9a shows the bar chart along with two but-
tons to download the fully trained best ML model in pickle format and the
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(a) Metrics bar chart

(b) Raw results

(c) Metrics description

Figure 9: MANILA result page
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computed metrics as a CSV file, respectively. From the bar chart, it can be
seen how the Logistic Regression plus Reweighing combination (the blue bar
in figure 9a) performs better because it achieves a higher value of Disparate
Impact (the closer this metric is to one, the more fair is the model) and a
higher value of Statistical Mean. The same results are shown in a tabular
format as displayed in figure 9b. In this case, the best combination is high-
lighted in green in the table. Finally, figure 9c shows a short description of
how to read and interpret the different metrics.

5. MANILA Empirical Evaluation

In this section, we describe the evaluation we performed on MANILA. To
this aim, we formulate the following research questions (RQ):

RQ1 Can MANILA effectively assist in conducting real-world fairness eval-
uations?

RQ2 To what extent the results returned by MANILA are in line with base-
lines?

RQ3 How much is MANILA perceived as useful and usable?

RQ4 What are the main points of improvement of MANILA for its usability?

To tackle RQ1 and RQ2, we evaluate MANILA both in terms of expres-
siveness (RQ1) and correctness (RQ2) by reproducing a set of real-world
fairness evaluations taken from the literature. In particular, the expressive-
ness is assessed by proving that MANILA is actually able to replicate the
selected fairness evaluations. In contrast, correctness is assessed by showing
that the results obtained with the experiments generated by MANILA are
comparable to the original ones.

To answer RQ3 and RQ4, we conduct a user evaluation of MANILA by
involving students in Computer Science and Applied Data Science master’s
degrees. The user evaluation is performed as a controlled experiment where
we asked the participants to perform a simple two-step experiment focused on
assessing the fairness and effectiveness of different ML and fairness method
combinations. The first step required to make the experiment using Python
while the second using MANILA. After the experiment, we asked the par-
ticipants to answer a questionnaire. The answers to this survey highlighted
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both the strengths and issues of our tool. The issues will be considered in
the future to develop a new improved release of MANILA.

In Section 5.1 we depict the expressiveness and correctness evaluation
performed to answer the RQ1 and RQ2. Then we describe and discuss the
user evaluation conducted to answer RQ3 and RQ4 in Section 5.2.

5.1. Expressiveness and Correctness Evaluation of MANILA

To answer RQ1 and RQ2, we replicate with MANILA the experimental
evaluation performed on our previous paper [52]. In that paper, we eval-
uated the fairness and effectiveness of several ML settings using different
datasets. In this evaluation, we replicate three specific experiments (i.e.,

Table 2: Replicated experiments

Experiment ML Settings Datasets Metrics

1

LogReg
LogReg + EG
LogReg + Grid
LogReg + DEMV

CMC
Crime
Drug
Law
Park
Wine

SP
EO
DI
ZO Loss
Acc
H-Mean

2

Gradient
Gradient + EG
Gradient + Grid
Gradient + DEMV

CMC
Law

SP
EO
DI
ZO Loss
Acc
H-Mean

3

SVM
SVM + EG
SVM + Grid
SVM + DEMV

CMC
Law

SP
EO
DI
ZO Loss
Acc
H-Mean

the ones shown in Tables 16, 18 and 19 of [52]), which are synthesized in
table 2. We have chosen to replicate these experiments among all the ones
conducted in [52] because they provide the highest combination of ML meth-
ods, fairness methods and metrics. In particular, the first replicated experi-
ment is the evaluation of four different ML settings (i.e.,, Logistic Regression
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(LogReg) alone, Logistic Regression plus Exponentiated Gradient (EG)[48],
Logistic Regression plus Grid Search (GRID)[48], and Logistic Regression
plus DEMV [52]) on six different datasets (i.e.,, Contraceptive Method Choice
(CMC) [65], Communities and Crime (Crime) [66], Drug Usage (Drug) [67],
Law School Admission (Law) [14], Parkinson Telemonitoring (Park) [68], and
Wine Quality (Wine) [69]).

The other two replicated experiments involve the same fairness methods
as the first one but employ two different ML classifiers (i.e.,, Gradient Boost-
ing (Gradient) and Support Vector Machines (SVM), respectively). In this
case, the evaluations are applied only to the CMC and Law datasets. In all
experiments, we consider two sensitive variables for each dataset. The met-
rics involved are: Statistical Parity (SP)[57], Equalized Odds (EO)[58], Zero
One Loss (ZO Loss)[70], Disparate Impact (DI)[47], Accuracy (Acc)[65], and
Harmonic Mean (H-Mean)[71] as aggregation function.

In particular, the expressiveness is evaluated by assessing if MANILA is
able to reproduce the described experiments correctly. The correctness is
instead evaluated by assessing if the results of the experiments generated by
MANILA are close to the ones reported in [52]. In particular, the results of
the generated experiments should be within the standard deviation range of
the results reported in [52], and there should not be a statistically significant
difference between the results.

5.1.1. Expressiveness Evaluation

Concerning the expressiveness of MANILA, we were able to correctly
reproduce all the experiments reported in table 24. In particular, following
the steps described in Sections ?? and ??, we first created 10 configuration
files (one for each experiment and dataset) from the graphical interface of
MANILA. Next, we generated the corresponding implementation code by
invoking the generator module. Finally, we ran the experiments to obtain
the results. Being a low-code platform, MANILA does not require to write
any line of code to implement the given experiments. In contrast, the original
experiments required almost 200 lines of code, as seen in the repository linked
in the original paper5.

4The full replication package of the experiment is available at the following link https:

//bit.ly/3ZR7f0O
5The original code of the reproduced experiment is available here https://bit.ly/

3t1WGvo
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Answer to RQ1: MANILA presents a high level of expressiveness that
allows it to implement real-world fairness evaluations involving real-world
datasets and to replicate previous experiments.

5.1.2. Correctness Evaluation

Concerning the correctness of the generated experiments, table 3 reports,
for each metric of each experiment, the p-values of the ANOVA statistical
test performed between the results of the original experiments and the ones
obtained by executing the code generated by MANILA. The ANOVA test is a
statistical test to verify if the values of two groups are statistically different.
In particular, if the p-value < 0.05, then it means that the values of the
groups are statistically different, otherwise their difference can be considered
not statistically significant [72].

Table 3: p-values of the ANOVA tests for each experiment

SP EO ZO Loss DI Acc H-Mean
Exp 1 0.913527 0.192048 0.399797 0.528007 0.267832 0.925962
Exp 2 0.712197 0.620129 0.94997 0.804867 0.364792 0.710014
Exp 3 0.918328 0.524131 0.084226 0.90656 0.882236 0.929372

Concerning our evaluation, it can be seen from the results in table 3 that
all the p-values are > 0.05, meaning that all the metrics obtained by run-
ning the code generated by MANILA are not statistically different from the
original ones. In addition, figure 10 reports a comparison of the aggregated
h-means of the three experiments6. As can be noticed, on average, the results
of the three experiments generated by MANILA are very close to the original
ones and are within the standard deviation range.

Answer to RQ2: The correctness of the code generated by MANILA
allows to correctly replicate baseline fairness evaluations by obtaining re-
sults that are statistically equal to the original ones.

5.2. User Evaluation of MANILA

For the user evaluation of MANILA, we followed the guidelines of Rune-
son et al. [73]. The purpose of the evaluation was to assess the usefulness,

6We visualize only the h-mean because, being an aggregated value, it can be considered
as a synthesis of the other selected metrics
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Figure 10: Aggregated H-Means of the original experiments and MANILA’s ones

usability and point of improvement of MANILA.
In the following, we first report on the process considered to execute the

user evaluation, and then we discuss the obtained results.

5.2.1. User Evaluation Description

The evaluation involved 15 students of Computer Science and Applied
Data Science master’s degrees in a half-day laboratory. First, we introduced
the students to the topic of Bias and Fairness in ML and presented the
main architecture of MANILA. Next, we asked them to perform a short
fairness evaluation experiment. The experiment consisted in evaluating the
fairness and effectiveness of three different ML settings (namely, Logistic Re-
gression alone, Logistic Regression plus Reweighing fairness method[46], and
Logistic Regression plus DEMV fairness method[52]) on the Adult Income
dataset[74]. The metrics used to evaluate the settings were Disparate Im-
pact [47], Accuracy [75] and, as aggregation function, Harmonic Mean[71].

First, the students had to perform the experiment in Python through a
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Google Colab notebook7. The notebook was pre-filled with some instructions,
and they had to complete the missing code. They had 50 minutes to complete
this task. Next, the students had to perform the same experiment, but
this time using MANILA. In particular, we provided the students with a
document describing all the steps to set up MANILA locally and perform
the given evaluation8. Like the previous task, the students had 50 minutes
to perform it. Finally, the students were asked to fill a survey. The survey
was structured into three main sections:

• General information: this section contains general information about
the involved evaluator like age, gender, degree, area of expertise (i.e.,
Software Engineering, Data Analytics, Machine Learning and AI, or
Software Development), level of knowledge of ML, level of knowledge
of the classification task in ML, and level of knowledge of Python. The
answers to these questions have been used to characterise the popula-
tion;

• Usefulness: this section aims at assessing the level of usefulness of
MANILA and includes questions about the level of knowledge of the
Bias and Fairness topic in ML, the level of relevance of the Bias and
Fairness problem for the student, the extent to which the student has
completed the evaluation in Python, the extent to which the student
has completed the evaluation in MANILA, the number of errors (in
average) the student had during the evaluation in Python, and the
number of errors (in average) the student had during the evaluation in
MANILA;

• Usability: this section aims at assessing the level of usability of MANILA
and includes questions about the level of easiness of the evaluation in
Python, the level of easiness of the evaluation in MANILA, and a final
question about which evaluation was overall the easiest. This section
contains also two open questions on how to improve the overall usabil-
ity and the result’s presentation in MANILA. The first set of questions
are used to assess the usability of MANILA, while the last two open
questions are used to discuss the improvements of MANILA.

7The notebook is available here: https://bit.ly/3QXqiUT
8The document is available here: https://bit.ly/3QSeLGg
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5.2.2. Evaluation Results

In the following, we present the results of our user evaluation, discussing
each section of the survey9 and answering the RQ3 and RQ4. We organize
such discussion into parts presenting the population characterisation, use-
fulness and usability of MANILA (used to answer the RQ 3), and possible
improvements suggested by the respondents (used to answer RQ4).

Population characterisation. As already mentioned in Section 5.2.1, the pop-
ulation of our study was composed of first and second-year computer science
master’s degree students. We chose this sample because we wanted to evalu-
ate MANILA from the perspective of people already familiar with the basic
concepts of ML and data science but not fully experts in the field of fairness.

Software Engineering

53.3%

Machine Learning and AI

20.0%

Software Development

13.3%
Data Analytics

13.3%

Figure 11: Area of expertise

As shown in figure 11, 53.3% of the population specify Software Engi-
neering as their main area of expertise. At the same time, 20.0% declare
Machine Learning and AI as their main area of expertise. At the same time,
as reported in figure 12, only 6.67% of the population specified a high level
of knowledge of ML, while 53.3% has a medium-high knowledge of ML and
AI. The exact distribution of responses of figure 12 also holds for the ques-
tion about the level of knowledge of the classification task in ML. Finally,
as reported in figure 13, 46.6% of the population reported a medium-high
knowledge of Python, while 26.67% reported a high level of expertise. Fi-
nally, as shown in figure 14a, although most of the respondents reported a

9The full results are available here https://bit.ly/46p8juL
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medium-high level of knowledge of ML learning (figure 12), 66.6% of the
population have low knowledge of the problem of Bias and Fairness in ML.

Figure 12: How well do you know ML

Figure 13: How well do you know Python

Conclusions: The considered sample of evaluators is quite diverse and well
fits the user profiles we aim to target with MANILA, which can be expert
data scientists and programmers, but also not experts of fairness.

Usefulness. Concerning the usefulness of MANILA, although, as reported
in figure 14a, most of the population didn’t know about the problem of
bias and fairness in ML before the survey (with 66.6% of the people having
low knowledge of the topic), the respondents believe that this problem is
relevant, with 59.9% of the people giving a medium-high relevance to this
topic as reported in figure 14b. Hence, addressing this topic has been seen
as relevant by the respondents.
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(a) How do you know the problem of Bias and Fairness in ML?

59.9%

(b) How relevant do you think the problem of Bias and Fairness in Machine Learning is?

Figure 14: Importance of Bias and Fairness

Figure 15 reports the comparison between the level of completion of the
evaluation conducted in Python (figure 15a) and in the assessment conducted
in MANILA (figure 15b). It is interesting to note how 46.7% of the population
has completed at least sections 1 and 2 of the fairness evaluation in MANILA
against 33.3% in case of Python. In addition, we note how 6.7% of the
population has fully completed the evaluation in MANILA (as shown in
figure 15b) while no one has completed the evaluation in Python (as shown
in figure 15a). Finally, we also note how a higher portion of the population
has not started the evaluation in MANILA (26.7% against 20% as reported
in figures 15b and 15a, respectively), probably due to setup difficulties (as
discussed later).

Figure 16 reports the comparison between the average number of execu-
tion errors obtained in the two evaluations. First of all, we note how the
percentage of people in figure 16a reporting that have not completed section
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Only Section 1

46.7%

Sections 1 and 2

33.3%

Not started

20.0%

Python

(a) To what extent have you completed
the fairness evaluation in Python in
the given time?

Sections 1 and 2

46.7%

Not started

26.7%

Only Section 1

20.0%

Completed
6.7%

MANILA

(b) To what extent have you completed
the fairness evaluation in MANILA
in the given time?

Figure 15: Completion comparison

Less than 5

60.0%

Less than 10

26.7%

Section 1
not completed

13.3%

Python

(a) How many execution errors (in aver-
age) did you have during the fairness
evaluation in Python?

Less than 5

66.7%

Section 1
not completed

26.7%

Less than 10
6.7%

MANILA

(b) How many execution errors (in aver-
age) did you have during the fairness
evaluation in MANILA?

Figure 16: Errors comparison

1 of the experiment is different from the percentage of people in figure 15a
reporting that have not started the experiment. This difference is explained
by the fact that some people have started section 1 of the experiment but
then got errors and have not completed it (as can be seen in the full list of
responses). Instead, people who started the evaluation in MANILA have at
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least completed section 1 of the evaluation (since the percentage of people
reporting in figure 16b that have not started section 1 is the same percentage
of people reporting in figure 15b that has not begun the evaluation). More-
over, we notice how MANILA leads to fewer execution errors than Python,
with 66.7% having less than five errors and 6.7% reporting less than ten er-
rors in MANILA, compared to 60% of people having less than five errors and
26.7% having less than ten errors in Python as shown in figures 16b and 16a,
respectively.
Conclusions: From these responses, we can conclude how the respondents
see a tool like MANILA as useful because it addresses a relevant topic. In
addition, we note how 53.4% of the respondents completed at least sections
1 and 2 of the evaluation in MANILA, in contrast with the 33.3% in Python.
Moreover, we also notice how MANILA leads to fewer execution errors than
writing the experiment in Python. These results highlight how MANILA is
a valuable tool to perform fairness evaluations.

Usability. Concerning usability, figure 17 reports the comparison between the
easiness of the two evaluations. As can be seen, on average, the evaluation
in MANILA is seen as easier than the evaluation in Python, with half of
the population reporting a level of easiness medium-high for MANILA as
reported in figure 17b. In contrast, half of the people said that the fairness
evaluation in Python was medium-hard, as reported in figure 17a.

Finally, figure 18 reports how 60% of the respondents reported MANILA
as the most accessible evaluation.
Conclusions: We can conclude that MANILA has been seen as a better
solution for making fairness evaluations with respect to writing the evaluation
in Python since it has been seen both as useful and usable.

Answer to RQ3: MANILA has been seen, by a sample of evaluators with
a medium-high knowledge of ML but no knowledge of fairness, as a useful
and usable tool to perform fairness evaluations. In fact, it addresses a
relevant topic and, compared to writing the fairness evaluation in Python,
it is easier to use and leads to fewer execution errors.

Improvements. Quote 1 shows the most meaningful responses to open ques-
tions that help us draw conclusions on how to improve MANILA.

From them, we can derive two main issues:

1. There are too many packages and libraries to download (answers 2, 4,
and 5);
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20.1%

(a) How easy was the fairness evaluation in Python?

60.1%

(b) How easy was the fairness evaluation in MANILA?

Figure 17: Easiness comparison

MANILA

60.0%

PYTHON

40.0%

Figure 18: Which evaluation was overall the easiest?
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1. Automatize the installation of the execution of the flow avoiding
typing all the Python and conda creation stuff

2. Less dependencies

3. Faster installation; begin installation before

4. If the file was given instead of creating it

5. The extraction of the files, they are too heavy

Quote 1: Excerpt of the answers on how to improve MANILA

2. The overall setup process is too complex to perform (answers 1 and 3).

Following these answers, we believe that a web-based implementation of
MANILA should overcome the highlighted limitations. In fact, differently
from a desktop tool, a web application will completely remove all the down-
load and setup processes and will also be a better solution in terms of perfor-
mance since all the computational resources required to run the evaluation
experiments will be moved to the server hosting the web app.

Answer to RQ4 The respondents found difficult to manage all the depen-
dencies and to overall setup MANILA. A web version of the tool should
overcome these issues by removing all the download and setup steps and
by moving all the computational resources required to run the experiments
to the server.

6. Threats to Validity

This section discusses possible threats that can hamper the results of the
performed evaluation.

Internal validity concerns factors that can influence the results of our eval-
uation. First, there could be other weaknesses in MANILA not highlighted
by our user evaluation. In this respect, we argue that most of the participants
described all the same shortcomings highlighted in this work (i.e., the diffi-
culty in the download and installation of MANILA), meaning that this was
an actual limitation of our approach. In any case, we are planning to conduct
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a more extensive user evaluation after addressing the highlighted shortcom-
ings of MANILA to find, and in case, improve other limitations. Secondly,
although we referred to the most adopted fairness library (i.e., AIF360) for
selecting the fairness methods and metrics to include in the tool, there could
be other methods or metrics currently not included in MANILA. However,
we have shown how MANILA has a level of expressiveness able to model
different real-world use cases. In addition, MANILA can be easily extended
to include other methods or metrics by adding a new entry in the feature
model and its actual implementation in the code generation template.

External validity threats concern the generalizability of our approach. In
this respect, there could be some real-world use cases that can not be imple-
mented in MANILA. In particular, at this stage of work, we are not consid-
ering individual fairness definitions, but only group fairness definitions [10].
However, we have re-implemented a large set of use cases involving different
ML methods, fairness methods, metrics and datasets to show how MANILA
is able to manage different group fairness use cases, and, in our future works,
we will extend MANILA to include also individual fairness definitions. Fi-
nally, the general quality evaluation workflow described in Section 3 has been
derived from our previous experience in the quality-based development of ML
Systems, but may not hold for all possible quality attributes. However, we
have shown how this workflow is general enough to model fairness evaluation
experiments as SPL and can be easily extended to cover additional quality
attributes.

7. Conclusion and Future Work

In this paper, we have presented a novel low-code application, MANILA,
to perform fairness and effectiveness evaluations. First, we have performed
an extensive review of the literature presenting both papers that motivated
our work and papers proposing related approaches. Concerning the latter,
we have also highlighted the main differences between other approaches and
ours. Next, we have presented a general workflow for the quality-based de-
velopment of ML systems. Following the general workflow, we presented the
architecture of MANILA describing its main components. We first presented
the Extended Feature Model (ExtFM), which is the formalism at the basis of
the tool. Then, we presented the code generation module and we described
how the experimental evaluation is performed. Next, we presented a user
evaluation of MANILA, conducted to highlight its main points of improve-
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ment. From the evaluation, we have seen how the installation and set-up
process of MANILA is too complex for the users. By developing a web-based
version of MANILA, we should overcome these limitations. Finally, we per-
formed an evaluation of the expressiveness and correctness of MANILA, by
re-implementing a set of real-world fairness evaluations taken from the liter-
ature.

In future, we first plan to implement MANILA as a low-code web applica-
tion, to overcome the highlighted limitations. Following, we plan to perform
a user evaluation of the web-based version of MANILA by also involving data
scientists working in industries, and researchers studying ML development
and quality assessment (i.e., expert users). Next, we plan to extend MANILA
by including metrics and methods related to individual fairness definitions
and to other relevant quality attributes (e.g., explainability or privacy) and
by implementing in the framework a trade-off analysis that combines the dif-
ferent quality attribute evaluations when required by means of Pareto-front
functions. Finally, since MANILA supports the configuration of an experi-
ment by running all possible combinations of the selected features, a limit of
the proposed approach can be its complexity and the time needed to obtain
the results. Such limitation is mitigated by the feature selection step, which
demands the user to choose which features to include in the experiment. As
future work, to enlarge the usage of MANILA, we will better study such
aspects and provide guidelines to the users on how to mitigate such potential
limitations.
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